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Abstract— A hybrid integrator-gain system (HIGS) is a con-
trol element that switches between an integrator and a gain,
which overcomes some inherent limitations of linear controllers.
In this paper, we consider using discrete-time HIGS controllers
for the digital control of negative imaginary (NI) systems. We
show that the discrete-time HIGS themselves are step-advanced
negative imaginary systems. For a minimal linear NI system,
there always exists a HIGS controller that can asymptotically
stablize it.

Index Terms— negative imaginary system, hybrid integrator-
gain system, discrete-time system, digital control, feedback
stability, switched system.

I. INTRODUCTION

Hybrid integrator-gain systems (HIGS) are hybrid control

elements introduced in [1] to overcome fundamental limita-

tions of linear time-invariant (LTI) control systems [2], [3]. A

HIGS switches between an integrator mode and a gain mode

so that a certain sector constraint is satisfied. To be specific, a

HIGS is primarily designed to operate as an integrator, and it

switches to the gain mode when its integrator dynamics tend

to violate the sector constraint. The describing function of a

HIGS has a phase lag of only 38.15 degrees, which is much

smaller than the 90 degrees phase lag of an integrator. Reset

elements including the Clegg integrators [4] and first-order

reset elements [5], [6] also have such advantages. However,

they generate discontinuous control signals which may cause

chattering and degrade the system performance [7], while

HIGS generate continuous control signals. HIGS controllers

have attracted attention since it was introduced (e.g., see [8]–

[13]) and have found application on wafer scanners [14] and

atomic force microscopy [15], where the latter work was

motivated by the negative imaginary property of HIGS.

Negative imaginary (NI) systems theory was introduced

by Lanzon and Petersen in [16] and [17], and has attracted

attention from many control theorists [18]–[22]. A typical

example of NI systems is a mechanical system with colocated

force actuators and position sensors. Motivated by the robust

control of flexible structures [23]–[25], which have highly

resonant dynamics, NI systems theory uses positive position

feedback control. Roughly speaking, a square real-rational

proper transfer matrix F (s) is said to be NI if has no poles

on the open right half-plane and j(F (jω) − F (jω)∗) ≥ 0
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for all ω ≥ 0. The Nyquist plot of a single-input single-

output (SISO) NI system is contained in the lower half of the

complex plane. Under mild assumptions, an NI system F (s)
can be asymptotically stabilized using a strictly negative

imaginary (SNI) system Fs(s) in positive feedback if and

only if the DC loop gain has all its eigenvalues less than

unity; i.e., λmax(F (0)Fs(0)) < 1. Compared with passivity

theory which can deal with systems having relative degree of

zero and one [26], NI systems theory can deal with systems

having relative degree of zero, one and two [27]. NI systems

theory has been applied in many fields including nano-

positioning control [28]–[31], the control of lightly damped

structures [32]–[34], and the control of power systems [35],

etc.

NI systems theory was extended to nonlinear systems

in [36]–[38]. Roughly speaking, a system is said to be

nonlinear NI if it has a positive semidefinite storage function

V (x) such that V̇ (x) ≤ uT ẏ, where x, u and y are the

state, input and output of the system, respectively. Under

some assumptions, a nonlinear NI system can be stabilized

using another nonlinear NI system with a certain strictness

property; e.g., output strictly negative imaginary systems

[38], or weakly strictly negative imaginary systems [36].

It is shown in [15] that a HIGS controller is a nonlinear

NI system. Also, for any minimal SISO linear NI system,

there exists a HIGS controller such that their closed-loop

interconnection is asymptotically stable. Motivated by the

effectiveness of HIGS in the control of NI systems, the paper

[39] showed the nonlinear NI property of two variants of

HIGS including the multi-HIGS which was introduced in

[40], and the cascade of two HIGS. It was also proved in

[39] that these two variants of HIGS controllers can be used

in stabilizing linear NI systems. This stability result was then

applied on a MEMS nanopositioner [39].

However, although the use of HIGS as NI controllers

follows from the stability analysis in continuous time, the

control of physical systems often requires construction of

digital controllers. For the purpose of digital control, a

discrete-time HIGS was introduced in [41], which has a

similar working mechanism as the continuous-time HIGS.

Meanwhile, a novel discrete-time NI systems definition was

introduced in [42], which characterizes the dissipativity

property for a ZOH sampled continuous-time NI system.

Note that the discrete-time NI systems definition in [42] is

different from the previously introduced definition in [43],

which was mapped from the continuous-time NI systems

definition using a bilinear transform. Since the definition

of discrete-time NI systems in [42] is obtained using ZOH
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sampling, it is guaranteed to be satisfied by any ZOH

sampled physical plant with the NI property. It is shown in

[42] that the closed-loop interconnection of a discrete-time

NI system and a so-called step-advanced negative imaginary

(SANI) system is asymptotically stable, given that either of

the systems has some strictness property.

In this paper, we use discrete-time HIGS as controllers

for NI systems. We show that a discrete-time HIGS is

an SANI system. Furthermore, we establish the following

stability result: for any discrete-time NI system, there exists

a discrete-time HIGS controller that ensures closed-loop

asymptotic stability. This paper contributes in providing

a specific digital control framework for physical systems

with the NI property. The implementation process of a

HIGS controller only involves the selection of parameters

in order to satisfy a simple condition. In comparison to the

continuous-time design approach where a continuous-time

controller is constructed based on the continuous-time model

of the plant and subsequently discretized [44], the advantages

of the framework in the present paper are two-fold: (a) the

design and implementation processes are simpler; (b) closed-

loop stability is more rigorously guaranteed.

The rest of the paper is organized as follows. Section II

provides preliminary definitions and lemmas for discrete-

time NI systems that are introduced in [42]. Section II also

provides the state-space model of a discrete-time HIGS.

Section III contains the main results of this paper. We show

in Section III the NI property of a discrete-time HIGS. We

also show that given a linear discrete-time NI plant, there

always exists a HIGS controller that can stabilize the NI

plant. Section IV concludes the paper and discusses potential

future work. An illustrative example is provided in the full

archive version of the paper (see [45]).

Notation: The notation in this paper is standard. R denotes

the field of real numbers. N denotes the set of nonnega-

tive integers. Rm×n denotes the space of real matrices of

dimension m × n. AT denotes the transpose of a matrix

A. A−T denotes the transpose of the inverse of A; that is,

A−T = (A−1)T = (AT )−1. λmax(A) denotes the largest

eigenvalue of a matrix A with real spectrum. ‖·‖ denotes the

standard Euclidean norm. For a real symmetric or complex

Hermitian matrix P , P > 0 (P ≥ 0) denotes the positive

(semi-)definiteness of a matrix P and P < 0 (P ≤ 0)
denotes the negative (semi-)definiteness of a matrix P . A

function V : R
n → R is said to be positive definite if

V (0) = 0 and V (x) > 0 for all x 6= 0.

II. PRELIMINARIES

A. Discrete-time NI systems

Consider the system

xk+1 = f(xk, uk), (1a)

yk = h(xk), (1b)

where f : Rn × R
p → R

n and h : Rn → R
p. Here uk, yk ∈

R
p and xk ∈ R

n are the input, output and state of the system

at time step k ∈ N, respectively.

Definition 1: [42] The system (1) is said to be a discrete-

time negative imaginary (NI) system if there exists a positive

definite function V : Rn → R such that for arbitrary xk and

uk,

V (xk+1)− V (xk) ≤ uT
k (yk+1 − yk) , (2)

for all k.

We provide the necessary and sufficient linear matrix

inequalities (LMI) conditions under which Definition 1 is

satisfied by a linear system of the form

Σ: xk+1 = Axk +Buk, (3a)

yk = Cxk, (3b)

where xk ∈ R
n, uk, yk ∈ R

p are the system state, input and

output, respectively.

Lemma 1: [42] Suppose the linear system (3) satisfies

det(I − A) 6= 0. Then the system (3) is NI with a positive

definite quadratic storage function satisfying (2) if and only

if there exists a real matrix P = PT > 0 such that

ATPA− P ≤ 0 and C = BT (I −A)−TP.
We present in the following, the definition of SANI

systems. Consider the system

x̃k+1 = f̃(x̃k, ũk), (4a)

ỹk = h̃(x̃k, ũk), (4b)

where f̃ : Rn×R
p → R

n and h̃ : Rn → R
p. Here ũ, ŷ ∈ R

p

and x̃ ∈ R
n are the input, output and state of the system at

time step k ∈ N, respectively.

Definition 2: [42] The system (4) is said to be a step-

advanced negative imaginary (SANI) system if there exists

a function ĥ(xk) such that:

1) h̃(x̃k, ũk) = ĥ(f̃(x̃k, ũk));
2) there exists a positive definite function Ṽ : Rn → R

such that for arbitrary state x̃k and input ũk,

Ṽ (x̃k+1)− Ṽ (x̃k) ≤ ũT
k

(
ĥ(x̃k+1)− ĥ(x̃k)

)

for all k.

Remark 1: Definition 2 can be regarded as a variant of

Definition 1 in a way such that the system output takes one

step advance. To be specific, suppose the system (1) is NI as

per Definition 1. Then a system with the same state equation

(1a) and an output equation ỹk = h(xk+1) = h(f(xk, uk)) is

an SANI system. Note that this does not affect the causality

of the system because h(f(xk, uk)) is a function of the state

xk and input uk of the current step k.

B. Discrete-time hybrid integrator-gain systems

Discrete-time HIGS were introduced in [41]. We adapt the

model in [41] to fit the system model (1) in the following.

H :





xh(k + 1) = xh(k) + ωhe(k), if (xh(k), e(k)) ∈ F

xh(k + 1) = khe(k), if (xh(k), e(k)) /∈ F

yh(k) = xh(k + 1).
(5)

Here, e(k), xh(k), yh(k) ∈ R are the system input, state and

output, respectively. The constant parameters ωh ≥ 0 and
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kh > 0 are called the integrator frequency and the gain

value, respectively. The HIGS is designed to operate under

the sector constraint (xh(k), e(k)) ∈ F , where F is given

by

F ={(xh(k), e(k)) ∈ R
2 |

(xh(k) + ωhe(k))e(k) ≥
1

kh
(xh(k) + ωhe(k))

2}. (6)

At time step k, if (e(k), yh(k)) ∈ F , then (e(k), yh(k))
is contained in the sector [0, kh]. The HIGS is designed

to operate primarily in the integrator mode if the input

e(k) leads to an output yh(k) within the sector [0, kh]
under the integrator mode dynamics. Otherwise, the system

operates in the gain mode so that yh(k) = khe(k), which

automatically satisfies the sector constraint [0, kh]. According

to (5), regardless of the initial condition xh(0), the discrete-

time HIGS will remain in the sector given in F from the

time step k = 1. In what follows, we denote e(k), xh(k) and

yh(k) by ek, x̃k and ỹk respectively for convenience. Note

that the parameter ωh in the present paper corresponds to the

product ωhTs in [41], where ωh is the integrator frequency of

the corresponding continuous-time integrator and Ts is the

sampling period. Since we only consider the discrete-time

case in the present paper, we regard ωh as the discrete-time

integrator frequency.

III. MAIN RESULTS

A. SANI property of the HIGS

We show in the following that the HIGS given in (5) is

an SANI system.

Theorem 1: The system given in (5) is an SANI system

with the storage function

Ṽ (x̃k) =
1

2kh
x̃2
k (7)

satisfying

Ṽ (x̃k+1)− Ṽ (x̃k) ≤ ek(x̃k+1 − x̃k), (8)

for any input ek and state x̃k.

Proof: According to Definition 2 and Remark 1, the

HIGS is an SANI system if it is NI from the input ek to the

state x̃k. Hence, we prove in the following that (8) is satisfied

in both integrator mode and gain mode. Substituting (7) into

(8) yields

1

2kh
x̃2
k+1 −

1

2kh
x̃2
k ≤ ek(x̃k+1 − x̃k), (9)

which is required to be satisfied in both modes.

Case 1. In the integrator mode, we have the state equation

x̃k+1 = x̃k + ωhek and also (x̃k, ek) ∈ F . In this case, (9)

becomes

2x̃kek ≤ (2kh − ωh)e
2
k, (10)

which is always satisfied when ek = 0. When ek 6= 0, (10)

can be rewritten as

2
x̃k

ek
≤ 2kh − ωh. (11)

The condition (x̃k, ek) ∈ F implies

x̃2
k + (2ωh − kh)x̃kek + (ωh − khω)e

2
k ≤ 0.

This implies that for ek 6= 0,

(
x̃k

ek

)2

+ (2ωh − kh)
x̃k

ek
+ (ω2

h − khωh) ≤ 0. (12)

By solving (12), we have that operating in the integrator

mode requires the HIGS input ek and state x̃k to satisfy

−ωh ≤
x̃k

ek
≤ kh − ωh.

Such a pair of x̃k and ek always satisfies (11).

Case 2. In the gain mode, we have that x̃k+1 = khek and

(x̃k, ek) /∈ F . In this case, (9) becomes

x̃2
k − 2khx̃kek + k2he

2
k ≥ 0,

which always holds because

x̃2
k − 2khx̃kek + k2he

2
k = (x̃k − khek)

2 ≥ 0.

Since condition (8) is satisfied in both modes, then the system

(5) is an SANI system.

uk yk

ekỹk

G(z)

HIGS H

Fig. 1. Closed-loop interconnection of the system (3) with the transfer
matrix G(z) and the HIGS H given in (5).

B. Stability for the interconnection of a linear NI system and

a HIGS

Motivated by the SANI property of the HIGS, we investi-

gate whether a HIGS controller can be applied in the control

of a minimal SISO linear NI system. Consider a SISO system

of the form (3) with uk, yk ∈ R, which has a transfer function

matrix G(z). We show in the following that if the system Σ in

(3) is NI, then there exists a HIGS controller H such that the

positive feedback interconnection of Σ and H shown in Fig. 1

is asymptotically stable. The setting of the interconnection

can be described as follows:

ek = yk;

uk = ỹk.

This means the HIGS H takes the output of the system Σ
as its input and feeds back its output to the system Σ as its

input.

Theorem 2: Suppose the SISO minimal system (3) with

transfer function matrix G(z) is NI and satisfies det(I−A) 6=
0. Suppose the HIGS H of the form (5) satisfies 0 < ωh ≤
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kh < 1
G(1) . Then the closed-loop interconnection of G(z)

and H as shown in Fig. 1 is asymptotically stable.

Proof: According to Lemma 1, the minimal system (3)

is NI if and only if there exists a matrix P = PT > 0 such

that

ATPA− P ≤ 0, and C = BT (I −A)−TP.

We construct the following Lyapunov function for the closed-

loop interconnection:

W (xk, x̃k) = V (xk) + Ṽ (x̃k)− Cxkx̃k

=
1

2
xT
k Pxk +

1

2kh
x2
k − Cxkx̃k.

Rewriting this as a quadratic form, we have that

W (xk, x̃k) =
1

2

[
xT
k x̃k

] [ P −CT

−C 1
kh

] [
xk

x̃k

]
.

Using the Schur complement theorem, to ensure that

W (xk, x̃k) is positive definite, we need

1

kh
− CP−1CT > 0. (13)

Since C = BT (I −A)−TP , then (13) can be rewritten as

1

kh
− C(I −A)−1B > 0,

which is satisfied because G(1) = C(I − A)−1B and

khG(1) < 1. (14)

Note that G(1) 6= 0 according to the positive definiteness

of P and the fact that C is not a zero row vector, which

is guaranteed by the minimality of the system. We use

Lyapunov’s direct method [46] in the following. Taking the

difference between W (xk+1, x̃k+1) and W (xk, x̃k), we have

W (xk+1, x̃k+1)−W (xk, x̃k)

= V (xk+1) + Ṽ (x̃k+1)− Cxk+1x̃k+1 − V (xk)− Ṽ (x̃k)

+ Cxkx̃k

≤ uk(yk+1 − yk) + ek(x̃k+1 − x̃k)− Cxk+1x̃k+1 + Cxkx̃k

= x̃k+1(ek+1 − ek) + ek(x̃k+1 − x̃k)− ek+1x̃k+1 + ekx̃k

= 0. (15)

which implies that the system is Lyapunov stable. Further-

more, W (xk+1, x̃k+1)−W (xk, x̃k) = 0 only if the inequality

in (15) is an equality. That is

V (xk+1)− V (xk) = uk(yk+1 − yk); (16)

Ṽ (x̃k+1)− Ṽ (x̃k) = ek(x̃k+1 − x̃k). (17)

We prove in the following that (16) and (17) cannot hold

together at all time indices k unless (xk, x̃k) = (0, 0). We

consider the case that (16) and (17) hold for some index k
and all future indices k + 1, k + 2, · · · . When (17) holds,

we have that

1

2kh
x̃2
k+1 −

1

2kh
x̃2
k = ek(x̃k+1 − x̃k). (18)

We consider the following two cases, where the HIGS is

assumed to work in the integrator mode and the gain mode,

respectively.

Case 1. Integrator mode. In this case, (x̃k, ek) ∈ F and

x̃k+1 = x̃k + ωhek. (19)

Substituting (19) in (18) yields

(ωh − 2kh)e
2
k + 2x̃kek = 0. (20)

Case 1a. Suppose ek 6= 0. Then we have x̃k = (kh−
ωh

2 )ek,

which can be substituted in the inequality in (6) and yields

(kh +
ωh

2
)e2k ≥

1

kh
(kh +

ωh

2
)2e2k.

This, after simplification, becomes

ω2
h + 2khωh ≤ 0.

Considering the fact that kh > 0 and ω > 0, the above

condition can never be satisfied. Hence, Case 1a can never

happen.

Case 1b. Suppose ek = 0. Then (20) is always satisfied.

In this case, (x̃k, ek) ∈ F implies that x̃k = 0. According

to (19), we have that x̃k+1 = 0 as well. The condition for

(x̃k+1, ek+1) ∈ F can be simplified to be

(kh − ωh)e
2
k+1 ≥ 0.

The fact that kh − ωh ≥ 0 guarantees that the next active

mode is the integrator mode. Note that this condition is

irrelevant to the HIGS input or state. Indeed, since Case 1a

can never happen, then the system will fall in Case 1b for

all future time indices k + 1, k + 2, · · · . Following from a

similar analysis, we have that

0 = ek = ek+1 = ek+2 = · · · , (21)

and also

0 = x̃k = x̃k+1 = x̃k+2 = · · · . (22)

Since uk = ỹk = x̃k+1, then according to (22) and (3a), we

have that

xk+1 = Axk, xk+2 = Axk+1 = A2xk, · · · (23)

Since ek = yk = Cxk , then according to (21) and (23), we

have that 


C
CA

...

CAn−1


xk = 0.

This implies that xk = 0 due to the observability of G(z).
In this case, (xk, x̃k) = (0, 0). The closed-loop system is

already in its equilibrium.

Case 2. Gain mode. In this case, (x̃k, ek) /∈ F , and we have

that

x̃k+1 = khek. (24)

Substituting (24) in (18), we have that

(x̃k − khek)
2 = 0.
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That is

x̃k = khek = x̃k+1. (25)

The condition (x̃k, ek) /∈ F implies that

(kh + ωh)e
2
k > 0.

This implies that ek 6= 0. We only need consider the case that

the HIGS operates in the gain mode for all future indices.

This is because that under the constraints (17), if it enters

the integrator mode, it will never exit the integrator mode,

according to the analysis in Case 1b. Then it falls into Case

1. In the case that the system keeps operating in the gain

mode, following from the same derivation of (25), we have

that

x̃k+1 = khek+1 = x̃k+2. (26)

Comparing (25), (26) and similar equations for future time

indices, we have that

x̃k = khek = x̃k+1 = khek+1 = x̃k+2 = khek+2 = · · · .

That is

ek = ek+1 = ek+2 = · · · .

This implies that

yk = yk+1 = yk+2 = · · · . (27)

In this case, we have that

xk+1 = Axk +Buk = Axk +Bỹk = Axk +Bx̃k+1

= Axk +Bkhek = Axk + khBCxk

= (A+ khBC)xk.

Similarly, we have

xk+2 = (A+ khBC)xk+1 = (A+ khBC)2xk,

...

xk+n−1 = (A+ khBC)n−1xk.

According to (27), we have that



yk+1 − yk
yk+2 − yk+1

...

yk+n − yk+n−1


 = 0,

which implies



C
C(A+ khBC)

...

C(A+ khBC)n−1


 (xk+1 − xk) = 0. (28)

We use eigenvector test to prove that observability of (A,C)
implies that of (A+khBC,C). Suppose η 6= 0 is a vector in

the kernel of C; i.e., Cη = 0. Then it is not an eigenvector

of A; i.e., Aη 6= λη for all scalars λ. Then η is not an

eigenvector of A+ khBC as well because (A+ khBC)η =
Aη + khBCη = Aη 6= λη for all λ, considering Cη = 0.

Hence, (A + khBC,C) is observable and (28) implies that

xk+1 = xk. That is, xk is an eigenvector of A+khBC with

an eigenvalue λ = 1. This implies that

xk = xk+1 = xk+2 = · · · .

In this case, we also have that

xk = xk+1 = Axk +Buk = Axk +Bỹk = Axk +Bx̃k+1

= Axk +Bkhek.

This implies that

xk = kh(I −A)−1Bek.

Also, we have that

ek = Cxk = khC(I −A)−1Bek. (29)

Since we have ek 6= 0 in Case 2, then (29) implies that

khC(I −A)−1B = 1,

which is

khG(1) = 1.

This contradicts (14). To conclude, we have shown that if

(16) and (17) hold together for all future time indices, then

the HIGS cannot stay in the gain mode according to the

analysis in Case 2. It will eventually switch to the integrator

mode. Then, according to the analysis in Case 1, the HIGS

will stay in the integrator mode. However, we have shown

in Case 1b that this is only possible if the system is already

at the equilibrium. In other words, if the system is not at the

equilibrium, then (16) and (17) cannot hold together for all

future indices, and W (xk, x̃k) will eventually decrease again

until the system reaches its equilibrium. This means that the

system is asymptotically stable.

IV. CONCLUSION AND FUTURE WORK

We proposed a control framework for the digital control

of linear NI systems using HIGS controllers. Discrete-time

HIGS are shown to be SANI systems. For any linear discrete-

time NI systems obtained via ZOH sampling, there exists a

HIGS controller such that their closed-loop interconnection

is asymptotically stable.
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