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Abstract—In this paper, we propose a distributed algorithm
to seek the Nash equilibrium of the non-cooperative game
over time-varying networks with time-varying delays. The slack
block parameters, updated adaptively at each iteration, are
designed to predict the players’ future actions based on their
current and past information. Each player then selects the
appropriate slack block parameter according to the delay
information and updates its local parameters accordingly. This
method guarantees the convergence of the proposed algorithm,
which can be proved via a non-cooperative game over a
generalized delay-free network.

Index Terms—Non-Cooperative Game; Time-Varying Net-
works; Time-varying Delays.

I. INTRODUCTION

Non-cooperative games are mathematical models that cap-
ture the strategic interactions among rational agents who
pursue their interests. A key concept in non-cooperative
games is Nash Equilibrium (NE), a state where no player can
benefit from unilaterally changing their action. Professor John
F. Nash first proposed NE in [1], and it has wide applications
in smart grids [2], social networks [3], sensor networks
[4], and so on. Thus, an efficient NE-seeking algorithm
(NESA) is critical in the non-cooperative game theory. Many
important NESAs have been proposed recently [5]–[8], [10].
The geometric convergence rates of NESAs are realized in
non-cooperative games over unconstrained actions and con-
strained actions in [5] and [6], respectively. The distributed
generalized NESA is constructed for aggregative games in
[7]. Linear convergence of fully distributed NESA is realized
over time-varying networks [8]. The algorithm is proposed to
seek the time-varying NE of non-cooperative games in [9].
The hybrid NESA with partial-decision information under an
adaptive event-triggered scheme is investigated in [10].

The above NESAs are constructed based on the assumption
that each player can receive instantaneous information from
neighboring players. However, communication delays are
unavoidable in information transmission. Moreover, the com-
munication delays may be time-varying and unpredictable
rather than constants due to variable encoding/decoding
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times, varying data rates, and so on [11]. Thus, time-varying
delays should be considered in NESAs for more practical
applications. If delayed information is directly applied in
existing NESAs, the convergence may not be guaranteed.
Thus, how to construct NESAs with delayed information for
good convergence property is a significant research topic.

This paper constructs a new NESA for non-cooperative
games over time-varying networks with time-varying delays.
The main idea is to introduce a set of slack block parameters
updated adaptively and exchanged among the players at
each iteration. These slack block parameters are designed
to predict the future actions of players based on their current
and past information. Then, some slack block parameters are
selected appropriately based on time-varying delays to update
the local parameters of each player. By doing so, the effect of
time-varying delays can be eliminated, and the convergence
of the NESA can be ensured.

To prove the convergence of the proposed NESA, a gener-
alized network is constructed by adding virtual players and
redefining edges. The virtual players represent the effect of
slack block parameters and their cost functions are defined
over one-point sets. The original time-varying network and
adaptive updating rules of slack block parameters determine
the communication links of the generalized network. The
convergence of our proposed NESA with slack block param-
eters can be verified through the theoretical results of [12]
over the proposed generalized network.

Notations: The m-dimension column vector set and m×n
dimension matrix set are represented by Rm and Rm×n, re-
spectively. For a positive integer M , [M ] := {1, 2, · · · ,M}.
For zj ∈ Rmj , col{z1, z2, · · · , zn} = [zT1 , z

T
2 , · · · , zTn ]T ∈

R
∑n

j=1mj , where zTj is the transpose of zj . For a vector xa ∈
R

∑N
j=1mj , there exist n vectors xi ∈ Rmi (i ∈ [N ]) such that

xa = col{x1, x2, · · · , xN}. We define that xa,i = xi and
xa,−i = col{x1, · · · , xi−1, xi+1, · · · , xN}. For a matrix W ,
[W ]ba denotes the element in the ath row, bth column. The
norm ‖ · ‖ is the Euclidean norm. ΠX {a} is the projection of
a onto X , i.e., ΠX {a} = arg minx∈X ‖x − a‖. For a time-
varying network G(t) = {V, E(t),W(t)}, V , E(t), W(t),
are the player set, the edge set, and the weighted adjacency
matrix at time t, respectively. At time t, if player a sends
information to player b if and only if (b, a) ∈ E(t), which is
equivalent to [W(t)]ab > 0. Thus, (b, a) /∈ E(t) is equivalent
to [W(t)]ab = 0. For agent a at time t, the in-neighboring
set N in

a (t) = {b ∈ V|(a, b) ∈ E(t) and a 6= b}, and out-
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neighboring set Nout
a (t) = {b ∈ V|(b, a) ∈ E(t) and a 6= b}.

II. PROBLEM FORMULATION

The objective of this paper is to seek the NE of the non-
cooperative game via each players local computation and
information exchange, where time-varying networks describe
communication links among players and the information
transmission has communication delays. The non-cooperative
game, time-varying networks, and communication delays
shall be introduced in detail in Section II-A, Section II-B,
and Section II-C, respectively.

A. Non-Cooperative Game

We consider the non-cooperative game of N players,
where each player i ∈ [N ] has a cost function Ji(·) and
an action set Xi ⊂ Rni . Let n =

∑N
i=1 ni be the size

of the joint action vector of all players. The cost function
Ji(xi, x−i) depends on the action of player i, denoted by
xi ∈ Xi, and the joint action of the other players, denoted
by x−i = col{x1, · · · , xi−1, xi+1, · · · , xN} ∈ X−i = X1 ×
· · · × Xi−1 ×Xi+1 × · · · × XN . The game is represented by
Γ = ([N ], Ji,Xi). A solution to Γ is a Nash equilibrium (NE)
x∗ = col{x∗1, x∗2, · · · , x∗N} ∈ X = X1 × · · · × XN satisfying

Ji(x
∗
i , x
∗
−i) ≤ Ji(xi, x∗−i), ∀xi ∈ Xi. (1)

We make the following standard assumptions about the game
Γ = ([N ], Ji,Xi) (see [12]).

Assumption 1: Given x−i ∈ Rn−ni , Ji(xi, x−i) is contin-
uously differentiable and convex for xi ∈ Rni . In addition,
the action set Xi is non-empty, compact, and convex for each
player i ∈ V .

We define the mapping F (x) : X → Rn,

F (x) = [∇1J1(x1, x−1), · · · ,∇mJm(xm, x−m)]T , (2)

and have the following assumption.
Assumption 2: The game mapping F in (2) is strictly

monotone and l-Lipschitz continuous: 〈a−b, F (a)−F (b)〉 >
0 for any a, b ∈ Rn and a 6= b; there exists a constant L such
that ‖F (a)− F (b)‖ ≤ L‖a− b‖ for any a, b ∈ Rn.

By Theorem 2.3.3 of [13], Assumption 2 implies that the
game Γ = ([N ], Ji,Xi) has a unique NE x∗ satisfying (1).

B. Time-Varying Networks

We assume that the players are connected by a time-
varying unbalanced directed network G(t) = {V, E(t),W(t)}
with the following assumptions.

Assumption 3: The directed graph G(t) = {V, E(t),W(t)}
is B-strongly-connected for t ≥ 0, i. e., there exists a positive
integer B such that {V,∪k+B−1t=k E(t)} is strongly connected
for any k ≥ 0.

Assumption 4: (Weight Requirements) For G(t) =
{V, E(t),W(t)}, there exist a constant β ∈ (0, 1) such that
• [W(t)]ii ≥ β for i ∈ V and t ≥ 0;
• [W(t)]ji ≥ β for (i, j) ∈ E(t);
• W(t) is row stochastic,

∑N
j=1[W(t)]ji = 1 for i ∈ V .

C. Communication Delays

In this paper, time-varying communication delays are con-
sidered in information transmission. Suppose player j sends
information to player i at time t1 and player i receives it at
time t2. Then, the delay from player j to player i at time
t2 is τ ji (t2) = t2 − t1. We adopt the same assumption about
time-varying delays as in [14].

Assumption 5: (Communication Delays)
• The delay from player j to player i at time t is a non-

negative integer τ ji (t);
• Each player can use its parameters without any delay;
• The delay τ ji (t) for any i, j ∈ V is uniformly upper

bounded, i.e. τ ji (t) ≤ Dj for t ≥ 0 and i ∈ V .
Remark 1: Assumption 3 is the standard assumption of

G(t) in distributed networked systems (see [14]–[17]). As-
sumption 4 gives the weight requirements of information
transmission between players, which requires the weighted
adjacency matrix to be row stochastic but not necessarily
doubly stochastic. This requirement guarantees the conver-
gence of the NESA in [12], which will be utilized to prove the
convergence of Algorithm 2 (see Theorem 1 and Corollary 1).
A doubly stochastic weighted adjacency matrix is a common
assumption of NESAs over time-varying networks (see [7]).
However, many unbalanced networks do not satisfy this
assumption. This paper’s assumption on weight requirements
is more relaxed than that in [7].

III. NE-SEEKING ALGORITHM WITH SLACK BLOCK
PARAMETERS AND CONVERGENCE ANALYSIS

A. Algorithm Setting

In [12], a NESA is proposed for the non-cooperative game
(1) over time-varying networks G(t) without communication
delays, which is shown as follows:

zi(t+ 1) =

N∑
j=1

[W(t)]jizj(t),

xi(t+ 1) = ΠXi{zi,i(t+ 1)− α(t)∇iJi(zi(t))},
zi,i(t+ 1) = xi(t+ 1),

(3)

where xi(t) ∈ Rni is the action of player i at time t, zi,j(t) ∈
Rnj is the player i’s estimation for the action of player j at
time t, and zi(t) = col{zi,1(t), zi,2(t), · · · , zi,n(t)} ∈ Rn.
Based on the result of the algorithm (3) in [12], we know
that

lim
t→∞

‖xi(t)− x∗i ‖ = 0,

if Assumptions 1-4 hold.
For seeking NE of the non-cooperative game (1) over

time-varying networks G(t) with communication delays, our
strategy is to design slack block parameters (inspired from
[17]) for the algorithm (3) to guarantee the convergence.
Specifically, slack block parameters pjii (t) ∈ Rn with adap-
tive updating schemes of player i ∈ V are designed for
predicting its estimation zi(t + ji) ∈ Rn at time t. Due to
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the condition τ ij(t) ≤ Di in Assumption 5, player i ∈ V
only need to predict actions of players in the future moments
from t+ 1 to t+Di. Thus, Di slack block parameters, i.e.,
{p1i (t), p2i (t), · · · , p

Di
i (t)}, will be designed for player i ∈ V .

The convergence of the algorithm (3) over G(t) with slack
block parameters and communication delays can be proved
from (3) over a generalized network without delays (see (14)-
(16) for more details).

The initial values of {pjii (−ki)} with ki = ji, ji −
1, · · · , 1, 0 should satisfy pjii,i(t) ∈ Xi and pjii,−i(t) ∈ Rn−ni .
In addition, zi(0) is the player i’s initial estimation to actions
of other players. Then, Algorithm 1 will be used to set
values of pjii (−ki), with i ∈ V , ji = 1, 2, · · · , Di and
ki = ji, ji−1, · · · , 1, 0. Algorithm 1 assigns initial values to

Algorithm 1 Initial Value Set Algorithm of Player i
Input:zi,i(0) ∈ Xi, ζi ∈ (0, 1), pjii (−ji), for i ∈ V and ji ∈ [Di].

For Player i ∈ V , define that

p1i (0) = (1− ζi)zi(0) + ζip
1
i (−1);

for ji = 2 to Di do
for t = −ji + 1 to 0 do

pjii (t) = (1− ζi)pji−1
i (t) + ζip

ji
i (t− 1);

end for
end for

Output: pjii (t) for ji = 1, 2, · · · , Di and t ≤ 0.

each player’s slack block parameters. There is no communi-
cation delay in Algorithm 1 since slack block parameters are
updated locally without any transmission process. Then, the
NESA with time-varying delays is shown as Algorithm 2.

Algorithm 2 consists of 4 steps. In Step 1, at time t, player
i receives the delayed information {zj(t − τ ji (t)), p1j (t −
τ ji (t)), p2j (t− τ

j
i (t)), · · · , pDj

j (t− τ ji (t))} from its neighbors
j ∈ N in

i (t). In Step 2, each player selects the appropriate
information based on time-varying delays. In Step 3, each
player updates its parameters based on (4)-(8). The last step
is to transmit {zj(t+1), p1j (t+1), p2j (t+1), · · · , pDj

j (t+1)}
to its neighbors j ∈ Nout

i (t + 1). Next, we shall explain
time-varying delays in Remarks 2 and 3, then provide the
convergence analysis of Algorithm 2 in Section III-B.

Remark 2: The time-varying delay τ ji (t) from player j to
player i can be calculated by player i at each iteration. In
Step 2, player i selects the appropriate information based
on time-varying delay τ ji (t) to define aji (t) for updating
parameters in Step 3. If player i receives the information
{zj(s), p1j (s), · · · , p

Dj

j (s)} from player j at time t, the time-
varying delay τ ji (t) is calculated as t− s.

Remark 3: Due to time-varying delays, two information
transmission cases should be considered in Algorithm 2.
• Case 1: Player i may receive more than one set of in-

formation from player j at time t. For example, player i
receives the information {zj(s1), p1j (s1), · · · , pDj

j (s1)},
{zj(s2), p1j (s2), · · · , pDj

j (s2)}, · · · , {zj(sk), p1j (sk), · · · ,

Algorithm 2 Nash Equilibrium Seeking Method with Delays
Input: xi(0), pjii (−ki), i ∈ V , ji = 1, · · · , Di, ki = ji, · · · , 0.

for t = 1 to T do
Step 1: Player i received zj(t − τ ji (t)) and p

hj

j (t − τ ji (t))

with hj = 1, 2, · · · , Dj from player j ∈ N in
i (t).

Step 2: Select appropriate received information
for j ∈ N in

i (t) do

aji (t) =

{
p
τ
j
i (t)

j (t− τ ji (t)), τ ji (t) 6= 0,

zj(t), τ ji (t) = 0,

end for
Step 3: Update local parameters of player i

zi(t+ 1) = ζizi(t) +
∑

j∈Nin
i (t)

[W(t)]jia
j
i (t)

+ ([W(t)]ii − ζi)pDi
i (t−Di), (4)

xi(t+ 1) = ΠXi{zi,i(t+ 1)− α(t)∇iJi(zi(t))}, (5)
zi,i(t+ 1) = xi(t+ 1), (6)

p1i (t+ 1) = (1− ζi)zi(t+ 1) + ζip
1
i (t), (7)

for hi = 2 to Di do

phi
i (t+ 1) = (1− ζi)phi−1

i (t+ 1) + ζip
hi
i (t). (8)

end for
Step 4: Player i sends the information zi(t+1) and pjii (t+1)
with ji = 1, 2, · · · , Di to player j ∈ Nout

i (t+ 1).
end for

Output: A sequence of xi(t+ 1) for i ∈ V and t = 1, 2, 3 · · · , T .

p
Dj

j (sk)} from player j at time t. Then, the time-
varying delay τ ji (t) can be defined as any one of t− sh
with h = 1, 2, · · · , k. If τ ji (t) is defined as t − sh0

(1 ≤ h0 ≤ k), then aji (t) should be chosen from the set
{zj(sh0), p1j (sh0), · · · , pDj

j (sh0)}.
• Case 2: Player i may receive no information from

player j at time t. In this case, player i can se-
lect the previous information to define τ ji (t) and
aji (t). For example, player i receives the information
{zj(s), p1j (s), · · · , p

Dj

j (s)} from player j at time t0
(t0 < t and t− s ≤ Di) but does not receive any infor-
mation at time t. Then, τ ji (t) can be defined as t−s and
aji (t) can be chosen from {zj(s), p1j (s), · · · , p

Dj

j (s)}.

B. Generalized Game and Convergence Analysis

In this subsection, a generalized graph Ĝ(t) =

{V̂, Ê(t), Ŵ(t)} with virtual players can be constructed
from G(t) and τ ij(t) to prove the convergence of Al-
gorithm 2. Firstly, the player set is defined as V̂ =
{1, 2, · · · , N, · · · , N +

∑N
h=1Dh}. Then, we assign the

weight requirements of Ŵ(t). To simplify the expression,
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the symbol A[a; b] is defined as follows

A[a; b] =

N +

a−1∑
h=1

Dh + b, b 6= 0,

a, b = 0,

(9)

with 1 ≤ a ≤ N and 0 ≤ b ≤ Da. Then, Ŵ(t) can be
constructed from a constants ζi ∈ (0, β), W(t) and τ ji (t)
with i, j ∈ V as follows:
• For i = 1, 2, · · · , A[N ;DN ], [Ŵ(t)]ii = ζi;
• For i ∈ [N ] and ji ∈ [Di], [Ŵ(t)]

A[i;ji−1]
A[i;ji]

= 1− ζi;
• For i ∈ [N ], [Ŵ(t)]

A[i;Di]
i = [W(t)]ii − ζi;

• For i, j ∈ [N ], i 6= j, [Ŵ(t)]
A[i;τ i

j (t)]

j = [W(t)]ij ;
• Otherwise, [Ŵ(t)]ij = 0.

The edge set Ê(t) can be derived from the weighted
adjacency matrix Ŵ(t). The following Lemmas 1 and 2 hold
for Ĝ(t) = {V̂, Ê(t), Ŵ(t)}.

Lemma 1: As for Ĝ(t) = {V̂, Ê(t), Ŵ(t)}, there is β̂ =
min{ζ1, · · · , ζN , β − ζ1, · · · , β − ζN} ∈ (0, 1) such that
• [Ŵ(t)]ii ≥ β̂ for any i ∈ V̂;
• [Ŵ(t)]ji ≥ β̂ for any (i, j) ∈ Ê(t);
•

∑A[N ;DN ]
j=1 [Ŵ(t)]ji = 1 for any i ∈ V̂ .

Lemma 2: The direct graph Ĝ(t) is B-strongly-connected
for any t ≥ 0.

The proof of Lemmas 1 and 2 can be extended
from Lemma 1 in [17] for non-cooperative games. We
also define the generalized non-cooperative game Γ̂ =
([A[N,DN ]], {Ĵi}, {X̂i}) based on the generalized network
Ĝ(t). Cost functions can be defined as follows:

Ĵi(x̂i, x̂−i) =

{
Ji(x̂i, x−i), i ∈ V,

x̂2i , i ∈ V̂/V,
(10)

where Ĵi(x̂i, x̂−i) : Rn1×Rn2×· · ·×RnA[N,DN ] and ni = 1
for i ∈ V . Cost functions in (10) will be further explained:
• For the player i ∈ V , Ĵi is defined based on cost func-

tions in Γ = ([N ], Ji,Xi). Specifically, Ĵi only depends
on i’s action xi ∈ Xi and the joint actions of other play-
ers of V: x−i = col{x̂1, · · · , x̂i−1, x̂i+1, · · · , x̂N} ∈
X−i = X1 × · · · × Xi−1 ×Xi+1 × · · · × XN .

• Moreover, for player i ∈ V̂/V , Ĵi only depends on
player i’s action and the dimension of xi is 1 (ni = 1
for i ∈ V̂/V). The reason to design it as x̂2i is to ensure
that Γ̂ = ([A[N,DN ]], {Ĵi}, {X̂i}) satisfies Assumption
1 and Assumption 2. Alternatively, Ĵi(x̂i, x̂−i) of virtual
players i ∈ V̂/V can also be designed as x̂3i , x̂4i , x̂5i , etc.

Action sets of cost functions can be designed as follows:

X̂i =

{
Xi, i ∈ V,
{x0}, i ∈ V̂/V,

(11)

where x0 ∈ R. For i ∈ V , X̂i is the same as the action
set Xi in Γ = ([N ], Ji,Xi). The action set of virtual player
i ∈ V̂/V is the same one point set {x0} with dimension

ni = 1. Thus, the action set of the virtual player is convex,
nonempty, and closed. The generalized NE point x̂∗ ∈ X̂1 ×
X̂2×· · ·×X̂A[N,DN ] of the generalized non-cooperative game
Γ̂ = ([A[N,DN ]], {Ĵi}, {X̂i}) satisfies

Ĵi(x̂
∗
i , x̂
∗
−i) ≤ Ĵi(x̂i, x̂∗−i), ∀x̂i ∈ X̂i, (12)

Since cost functions Ĵi(x̂i, x̂−i) and action sets X̂i of players
in Ĝ(t) are designed as (10) and (11), we have Lemma 3.

Lemma 3: The non-cooperative game Γ̂ = ([A[N,DN ]],
{Ĵi}, {X̂i}) satisfies Assumption 1 and Assumption 2.

The proof of Lemma 3 is omitted here. From Lemma 3
and Theorem 2.3.3 of [13], a unique generalized NE point
x̂∗ ∈ X̂1 × X̂2 × · · · × X̂A[N,DN ] satisfying (12) exists. In
addition, the relationship between x∗ ∈ X1 × · · · × XN and
x̂∗ ∈ X̂1 × X̂2 × · · · × X̂A[N,DN ] is shown as follows:

x̂∗ = col{x∗, x0, · · · , x0}. (13)

We will use the following algorithm from [12] to seek NE
for Γ̂ = ([A[N,DN ]], {Ĵi}, {X̂i}):

ẑi(k + 1) =

A[N ;DN ]∑
j=1

[Ŵ(k)]ji ẑj(k), (14)

x̂i(k + 1) = ΠX̂i
{ẑi,i(k + 1)− α(t)∇iĴi(ẑi(k))}, (15)

ẑi,i(k + 1) = x̂i(k + 1), (16)

where i = 1, 2, · · · , A[N ;DN ]. For Γ̂, the initial values with
i ∈ V and ji = 1, 2, · · · , Di are defined as follows:

ẑN+
∑i−1

h=1Dh+ji
(0) = col{pjii (−ji), x0, · · · , x0},

ẑi(0) = col{zi(0), x0, · · · , x0},
x̂i(0) = xi(0).

(17)

Assumption 6: The non-increasing stepsize {α(t)} of (15)
satisfies α(t) > 0,

∑∞
t=1 α(t) =∞, and

∑∞
t=1 α

2(t) <∞.
From [12], x̂i(t) converges to x̂∗i as t → ∞. However,

this is a theoretical result based on a simplified model that
assumes the existence of virtual players and generalized
NE, which are not realistic in the real world. To show
the practical relevance of Algorithm 2, we establish the
relationship between Algorithm 2 and (14)-(16) in Theorem
1 (proved in Appendix VI-A).

Theorem 1: If generalized game x̂∗ ∈ X̂1 × X̂2 × · · · ×
X̂A[N,DN ] is designed as (10) and (11), then we have

ẑi(t) = col{zi(t), x0, · · · , x0}, (18)
x̂i(t) = xi(t), (19)

where {ẑi(t), x̂i(t)} are the output of (14)-(16) and
{zi(t), xi(t)} are the output of Algorithm 2, the initial values
are designed as (17) and Algorithm 1.

Corollary 1: If the step size α(t) in Algorithm 2 satisfies
Assumption 6, then Algorithm 2 converges to the NE x∗ of
the original game Γ = ([N ], Ji,Xi), i.e.,

lim
k→∞

‖xi(k)− x∗i ‖ = 0,
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where xi(k) is the output of Algorithm 2 and x∗i is defined
in (1) for i ∈ V .
From Lemmas 1, 2, 3, and [12], we know that
limk→∞ ‖x̂i(k) − x̂∗i ‖ = 0, where x̂i(k) is calculated from
(14)-(16) and x̂∗i is defined in (12). From Theorem 1,
Corollary 1 is proved.

Remark 4: The method of slack parameters for distributed
optimization with communication delays was first proposed
in our previous work [17], where delays from player i to its
neighbors were assumed to be a positive integer τi. In this
paper, we extend this method to the NESA with time-varying
delays. Compared with [17], we consider a more general
case of time-varying delays (see Assumption 5). Moreover,
the proposed method is expected to be applied to realize
distributed optimization problems with time-varying delays.

Remark 5: The key to realizing the effect of slack block pa-
rameters through virtual players is to eliminate the influence
of the gradient descent processes of virtual players (see (15)).
The methods in [17] and this paper are different. In [17], the
objective functions of virtual agents are set as 0. However, in
this paper, to satisfy Assumption 1 and Assumption 2, cost
functions cannot be designed as 0. Thus, we adopt another
approach to design the action sets of virtual players as one-
point sets (see (11)). By (15) in Algorithm 2, x̂i(k+1) = x0
for any i ∈ V̂/V and k ≥ 0. Nevertheless, adaptive updating
methods of slack parameters in [17] are similar to the method
in this paper. The design of virtual players’ action sets is the
key point in this paper.

IV. SIMULATION

In this section, a Nash-Cournot game in [18] is considered
over time-varying networks with time-varying communica-
tion delays. In this game, N firms produce and compete for
m markets. The cost function of the firm i is

Ji(xi, x−i) = Ci(xi)− (P (Ax))TAixi, (20)

where Ci(xi) = xTi Qixi + qTi xi is the production cost of
firm i and P ∈ Rm×n is the price function that maps the
total supply of each market to the marker price vector.

The parameters can be selected to satisfy Assumptions 1,
2 and G(t) can be selected to satisfy Assumptions 3, 4. The
communication delay τ ji (t) is randomly selected from [0, Di]
for i = 1, 2, · · · , N . We apply Algorithm 1 and Algorithm 2
to seek the NE of (20). We use the error ei(t) = ‖xi(t)−x∗i ‖
with i = 1, 2, · · · , N to show the convergence. As shown in
Fig. 1, ei(t) = ‖xi(t) − x∗i ‖ converges to 0 with t → ∞.
The simulation result demonstrates the convergence result in
Corollary 1.

V. CONCLUSION

This paper investigates a NESA for non-cooperative games
over time-varying networks with time-varying delays. Slack
block parameters are proposed to predict players’ future
actions and are transmitted among different players with
delays. The convergence of the proposed NESA can be
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Fig. 1. Convergence Performance

proved by transforming the original game into a generalized
game over a delay-free network. Numerical examples are
given to demonstrate the effectiveness of the proposed NESA.

VI. APPENDIX

A. Proof of Theorem 1
To simplify the symbol, col{z, x0, · · · , x0} denotes

col{z, x0, · · · , x0︸ ︷︷ ︸
A[i,Di]−N

} for any column vector z. Mathematical

induction shall be used to show
ẑi(t) = col{zi(t), x0, · · · , x0},
x̂i(t) = xi(t),

ẑA[i;ji](t) = col{pjii (t− ji), x0, · · · , x0},
(21)

for t ≥ 1, i ∈ [N ] and ji ∈ [Di]. For
t = 1, for player i ∈ [N ], we know that
ẑi(1) =

∑A[N ;DN ]
j=1 [Ŵ(0)]ji ẑj(0) = ζiẑi(0) + ([W(0)]ii −

ζi)ẑA[i;Di](0)+
∑N
j=1,j 6=i[W(0)]

A[j;τj
i (0)]

i ẑA[j;τj
i (0)]

(0). From

(4), it holds that zi(1) = ζizi(0) +
∑N
j=1,j 6=i[W(0)]jia

j
i (0) +

([W(0)]ii − ζi)p
Di
i (−Di). From (17), we know that

ẑA[i,ji](0) = col{pjii (−ji), x0, · · · , x0} and ẑi(0) =
col{zi(0), x0, · · · , x0}. Thus, with j ∈ [N ] ẑA[j;τj

i (0)]
(0) =

col{pτ
j
i (0)
j (−τ ji (0)), x0, · · · , x0} for τ ji (0) 6= 0 and

ẑA[j;τj
i (0)]

(0) = col{zj(0), x0, · · · , x0} for τ ji (0) = 0.
In addition, from Algorithm 2, we know that aji (0) =

p
τj
i (0)
j (−τ ji (0)) for τ ji (0) 6= 0 and aji (0) = zj(0) for
τ ji (0) = 0. Thus, it holds that

ẑi(1) = col{zi(1), x0, · · · , x0}, (22)

for i ∈ [N ]. From (5), (10), (17), (15), and (22), we know
that

x̂i(1) = xi(1), (23)

for i = 1, 2, · · · , N . In addition, for player i ∈ V ,
p1i (0) = (1 − ζi)zi(0) + ζip

1
i (−1) and ẑA[i;1](1) =∑A[N ;DN ]

j=1 [Ŵ(0)]jA[i;1]ẑj(0) = (1 − ζi)ẑi(0) + ζiẑA[i;1](0).
Since the action set X̂h = {x0} with N + 1 ≤ h ≤ A[i,Di],
from (15) and (16), it holds that

ẑh,h(t) = x0, (24)
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for any t ≥ 0 and N + 1 ≤ h ≤ A[i,Di]. In addition, from
(14) and initial values setting (17), it holds that

ẑi,h(t) = x0, (25)

for any t ≥ 0, i ∈ V , and N + 1 ≤ h ≤ A[i,Di].
Due to ẑi(0) = col{zi(0), x0, · · · , x0} and ẑA[i;1](0) =
col{p1i (−1), x0, · · · , x0}, combining with (25), it holds that

ẑA[i;1](1) = col{p1i (0), x0, · · · , x0}. (26)

For ji = 2, 3, · · · , N , pjii (1 − ji) = ζip
ji
i (−ji) +

(1 − ζi)p
ji−1
i (1 − ji) and ẑA[i;ji](1) =∑A[N ;DN ]

j=1 [Ŵ(0)]jA[i;ji]
ẑj(0) = (1 − ζi)ẑA[i;ji−1](0) +

ζiẑA[i;ji](0). Due to ẑA[i;ji](0) = col{pjii (−ji), x0, · · · , x0}
and ẑA[i;ji−1](0) = col{pji−1i (1−ji), x0, · · · , x0}, it implies
that for ji = 2, 3, · · · , Di,

ẑA[i;ji](1) = col{pjii (1− ji), x0, · · · , x0}. (27)

for ji = 1, 2, · · · , Di. Thus, from (22), (23), and (27), we
know that (21) is true for t = 1. Then, we assume that (21)
is true for t = k, i.e.,

ẑi(k) = col{zi(k), x0, · · · , x0},
x̂i(k) = xi(k),

ẑA[i;ji](k) = col{pjii (k − ji), x0, · · · , x0}.
(28)

Then, for t = k + 1, (14) implies that ẑi(k + 1) =∑A[N ;DN ]
j=1 [Ŵ(k)]ji ẑj(k) = ([W(k)]ii − ζi)ẑA[i;Di](k) +

ζiẑi(k) +
∑N
j=1,j 6=i[W(k)]

A[j;τj
i (k)]

i ẑA[j;τj
i (k)]

(k). From (4),

zi(k + 1) = ζizi(k) +
∑N
j=1,j 6=i[W(k)]jia

j
i (k) + ([W(k)]ii −

ζi)p
Di
i (k −Di). From Algorithm 2, we know that aji (k) =

p
τj
i (k)
j (k − τ ji (k)) for τ ji (k) 6= 0 and aji (k) = zj(k) for
τ ji (k) = 0. Thus, for any τ ij(k), from (28), we have

ẑA[j;τj
i (k)]

(k) = col{aji (k), x0, · · · , x0}. (29)

Thus, we know that

ẑi(k + 1) = col{zi(k + 1), x0, · · · , x0}, (30)

for i ∈ [N ]. From (5), (10), (15), (22), (28), and (29), we
have

x̂i(k + 1) = xi(k + 1), (31)

for i ∈ [N ]. Moreover, for player i ∈ V , p1i (k) =
(1 − ζi)zi(k) + ζip

1
i (k − 1) and ẑA[i;1](k + 1) =∑A[N ;DN ]

j=1 [Ŵ(k)]jA[i;1]ẑj(k) = (1 − ζi)ẑi(k) + ζiẑA[i;1](k).
From (28), we know that ẑi(k) = col{zi(k), x0, · · · , x0}
and ẑA[i;1](k) = col{p1i (k−1), x0, · · · , x0}. Combining with
(25), it holds that

ẑA[i;1](k + 1) = col{p1i (k), x0, · · · , x0}. (32)

For ji = 2, 3, · · · , N , pjii (k + 1 − ji) = (1 −
ζi)p

ji−1
i (k + 1 − ji) + ζip

ji
i (k − ji) and ẑA[i;ji](k +

1) =
∑A[N ;DN ]
j=1 [Ŵ(k)]jA[i;ji]

ẑj(k) = (1− ζi)ẑA[i;ji−1](k) +

ζiẑA[i;ji](k). From (25) and (28), we know that

ẑA[i;ji−1](k) = col{pji−1i (k + 1− ji), x0, · · · , x0}, (33)

ẑA[i;ji](k) = col{pjii (k − ji), x0, · · · , x0}. (34)

Combining with (25), (32), (33), and (34), it holds that

ẑA[i;ji](k + 1) = col{pjii (k + 1− ji), x0, · · · , x0}, (35)

for ji ∈ [Di]. From (30), (31), and (35), we know that (21)
is true for t = k + 1. Based on the mathematical induction,
(21) is true for all t ≥ 0.
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