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Abstract— This paper studies the distributed event-triggered
observer-based control problem for linear multi-agent systems
with heterogeneous dynamics and external disturbances. In
particular, the multi-agent system and its observers commu-
nicate via multiple independent and asynchronous networks,
the observers can communicate with each other, and each
controller is designed via the corresponding observer. In such
a framework, we first investigate the information transmission
in the closed-loop system, then apply local information to
develop distributed event-triggered mechanisms, and finally
derive sufficient conditions for the co-design strategy to ensure
the desired performance. Further discussions are presented to
show the generality of the proposed framework. A numerical
example from power systems is presented to illustrate the
derived results.

I. INTRODUCTION

Distributed cooperative control of multi-agent systems
(MASs) has gained increasing attention in the past decades
due to its potential applications in many fields including
intelligent microgrids, multirobot systems, and intelligent
transportation systems [1], [2]. A key challenge in distributed
cooperative control is how to design control schemes to
achieve certain agreement for multiple agents by exploiting
information from each agent and its neighbors. In order to
deal with this challenge, many results can be found in the
literature; see [1]–[3] and references therein. In addition,
with rapid advancements in the field of computer science
and technology, digital networks are involved in MASs to
improve system efficiency and flexibility, and to reduce
installation/maintenance time and costs [4]–[6]. For the
MAS structures where different components are connected
via communication networks, the information transmission
over the networks plays an essential role in the overall
performance [7]. However, how to address the effects of the
communication networks and how to minimize the frequency
of the information transmission deserve further study. In this
paper we consider linear MASs where multiple networks are
involved for the information transmission.

For networked MASs, both observer and controller design
are two fundamental problems, which have attracted numer-
ous attention from diverse fields [8]–[10]. The observer de-
sign is to estimate the agent states, while the controller design

This work was supported by the Fundamental Research Funds for the
Central Universities under Grant DUT22RT(3)090, and the National Natural
Science Foundation of China under Grants 61890920 and 61890921.

Z.-R. Pan, W. Ren and X.-M. Sun are with Key Laboratory of
Intelligent Control and Optimization for Industrial Equipment of
Ministry of Education, Dalian University of Technology, Dalian
116024, China. Email: panzhuorui@mail.dlut.edu.cn,
wei.ren@dlut.edu.cn, sunxm@dlut.edu.cn.

is to apply the estimation information to generate control
inputs such that the desired performance is achieved. Hence,
the observers and controllers are usually separated into two
different layers that interact with each other. Regarding the
observer and controller design, different approaches have
been developed in the literature; see [1]–[3] and references
therein. However, we note that each agent only has the local
information from its neighbor agents and is able to take
actions independently. This distributed setting imposes more
difficulties in the observer and controller design. In addition,
the information transmission via multiple networks results in
that only local/partial information is transmitted to the agents
due to the limited capacity of communication networks,
which can be a reason for the performance deterioration
[23]. In these respects, how to implement partial and local
information to design the observers and controllers deserve
further study and thus is the topic of this work.

In this paper, we investigate the distributed event-triggered
observer-based control problem of linear multi-agent sys-
tems, whose dynamics are heterogeneous and are perturbed
by external disturbances. A general framework is proposed in
this work: multiple independent and asynchronous networks
are applied to ensure the communication between the agents
and observers; the distributed event-triggered mechanisms
(DETMs) are derived to reduce the communication burden of
multiple networks; and the agent states are estimated by the
observers which are further involved in the controller design.
This framework recovers many existing architectures in [11]–
[13] for NCS and in [8]–[10] for MAS as special cases.
With this framework, we aim to co-design the DETMs, the
observers and the controllers to guarantee the stabilization
of MASs. To this end, we start with the analysis of the
information transmission via each ETM and communication
network to reveal their effects on the system dynamics,
then apply the transmitted information to design the DETMs
and to compute the maximally allowable sampling periods
explicitly, and finally establish sufficient conditions for both
the observer and controller design to guarantee the system
stability. In addition, we further discuss the generality and
potential extensions/variants of the proposed framework in
several directions. In contrast to our previous work [10,
Section VI] on the observer design only, here we make a
further step to the co-design of the ETMs, the observers and
the controllers in a distributed and networked way.

This paper is organized as follows. Section II formulates
the problem. The detailed co-design strategy is derived in
Section III. A numerical example is given in Section IV
followed by the conclusions in Section V.
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II. PRELIMINARIES AND PROBLEM FORMULATION

Let R := (−∞,+∞); R≥0 := [0,+∞); R>0 :=
(0,+∞); N := {0, 1, 2, . . .}; N+ := {1, 2, . . .}. ∥ · ∥
denotes the Euclidean norm. Given two vectors x, y ∈ Rn,
(x, y) := (x⊤, y⊤)⊤ for simplicity of notation, and ⟨x, y⟩
denotes the usual inner product. I denotes the identity matrix
of appropriate dimension, and diag{A,B} denotes the block
diagonal matrix made of the matrices A and B. Given a
function f : R≥0 → Rn, f(t+) := lim sups→0+ f(t + s)
and the L∞ norm is ∥f∥∞ := ess. supt∈R≥0

∥f(t)∥.

A. Agent Dynamics
Consider the MAS, where the dynamics of each agent is

of the following linear and heterogenous form:

ẋip = Aii
p x

i
p +

∑
j∈N i

p

Aij
p (xjp − xip) +Bi

pui + Fiw1,

yip = Ci
px

i
p +Giw2,

(1)

where i ∈ N := {1, . . . , N}, xip ∈ Rni
p is the agent state,

ui ∈ Rni
u is the control input, yip ∈ Rni

y is the agent output,
and Aii

p , A
ij
p , Ci

p, B
i
p, Fi, Gi are the matrices with appropriate

dimensions. w1 ∈ Rn1 and w2 ∈ Rn2 are unknown but
bounded disturbances imposed on the agent dynamics and
the agent output, respectively. Assume that w2 and its time
derivative have finite L∞ norms.

In (1), N i
p ⊆ N denotes the set of all neighbor agents

that can communicate with the i-th agent, and thus the item∑
j∈N i

p
Aij

p (xjp−xip) is to show the coupling among all agent.
The physical coupling among all agents is denoted by an
undirected and connected graph Gp := (N , Ep) with Ep ⊆
N ×N . Let xp := (x1p , . . . , x

N
p ) ∈ Rnp with np :=

∑N
i=1 n

i
p.

Hence, we can rewrite (1) as

ẋp = Apxp +Bpu+ Fw1, yp = Cpxp +Gw2, (2)

where u := (u1, . . . , uN ) ∈ Rnu and yp := (y1p , . . . , y
N
p ) ∈

Rny with nu :=
∑N

i=1 n
i
u and ny :=

∑N
i=1 n

i
y . Ap :=

[Aij
p ]N×N with Aij

p := Aii
p −

∑
j∈N i

p
Aij

p for i = j and

Aij
p := Aij

p for i ̸= j. Note that Aij
p = 0 if j /∈ N i

p .
Bp := diag{B1

p , . . . , B
N
p }, Cp := diag{C1

p , . . . , C
N
p }, F :=

(F1, . . . , FN ) and G := (G1, . . . , GN ).

B. Problem Formulation
Our objective is to design the distributed observer-based

controllers via the event-triggered network communication
for each agent such that all agents converge to a region
around the origin. The proposed control framework is illus-
trated in Fig. 1, which consists of the following three parts.

1) Event-Triggered Network Communication: All agents
and their observers/controllers communicate via multiple
networks, which are assumed to be asynchronous and in-
dependent of each other. In this way, all agents do not
need to transmit their information simultaneously. The event-
triggered mechanisms (ETMs) are to decide whether the
information needs to be transmitted, thereby aiming to reduce
the transmission cost. Hence, the key of this part is how
to design the distributed ETMs to ensure the information
transmission and the desired performance simultaneously.

MAS

y1
p

ETM 1 ETM N

yN
p

û1

Network 1 Network N

u1 uN

ŷ1
p ŷN

py1
o yN

o

ûN

ŷ1
o ŷN

o

Observer 1 Observer N

Controller 1 Controller N

x1
o xN

o

Fig. 1. The distributed event-triggered observer-based control structure.

2) Distributed Observer Design: In the network-free case,
the extended-state observer for each agent is designed as

ẋio = Aii
o x

i
o +

∑
j∈N i

o

Aij
o (xio − xjo) + Li(y

i
p − yio)

+Bi
oui +Diϑi,

ϑ̇i = Ei(y
i
p − yio) + Siϑi, yio = Ci

px
i
o,

(3)

where xio ∈ Rni
p is the estimate of the agent state, ϑi ∈

Rmi is the additional variable, and yio ∈ Rni
y is the observer

output. In (3), Aii
o , A

ij
o , Bi

o, Li, Di, Ei, Si are the matrices
with appropriate dimensions.

The physical coupling among all observers is denoted by
an undirected and connected graph Go := (N , Eo) with Eo ⊆
N ×N . Let xo := (x1o , . . . , x

N
o ) ∈ Rno with no :=

∑N
i=1 n

i
o.

Hence, we can rewrite the state-space equation in (3) as

ẋio = Aoxo + L(yp − yo) +Bou+Dϑ, (4)

where ϑ := (ϑ1, . . . , ϑN ) ∈ Rm with m :=
∑N

i=1mi and
yo := (y1o , . . . , y

N
o ) ∈ Rny . Ao := [Aij

o ]N×N with Aij
o :=

Aii
o −

∑
j∈N i

o
Aij

o for i = j and Aij
o := Aij

o for i ̸= j.
Note that Aij

o = 0 if j /∈ N i
o . Bo := diag{B1

o , . . . , B
N
o },

D := diag{D1, . . . , DN} and L := diag{L1, . . . , LN}.
3) Observer-based Controller Design: With the observer

(3), the controller of each agent is designed below:

ẋic = Rix
i
c + Tix

i
o, ui = Kix

i
c +Hix

i
o, (5)

where xic ∈ Rni
c is the controller state, ui is the control

input, and Ri, Ti,Ki, Hi are the matrices with appropriate
dimensions. Similar to (2) and (4), we have

ẋc = Rxc +Txo, u = Kxc +Hxo, (6)

where xc := (x1c , . . . , x
N
c ) ∈ Rnc with nc :=

∑N
i=1 n

i
c,

R := diag{R1, . . . , RN}, T := diag{T1, . . . , TN}, K :=
diag{K1, . . . ,KN} and H := diag{H1, . . . ,HN}.

From the above three parts, the objective of this paper is
the co-design of the ETMs, the observers and the controllers
in a distributed and networked way. Hence, all agents are
assumed to be observable while all observers are assumed
to be controllable. The ETM design is to minimize the
frequencies of the information transmission over multiple
networks. The observer design is to guarantee the estimation
error ηi := xip − xio to converge asymptotically to a region
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around the origin. The observer-based controller design is to
ensure the asymptotic convergence of all agents to a region
around the origin. The sizes of these regions are determined
by the external disturbances and the networks, which will be
shown clearly in Section III-B.

III. CO-DESIGN STRATEGY

In this section we present the co-design strategy in detail.
The information transmission via multiple networks is stud-
ied in Section III-A, the distributed ETMs are designed in
Section III-B, and the main result is stated in Section III-C.

A. Information Transmission

For each network, the information to be transmitted is
denoted as zi := (yip, y

i
o, ui) ∈ Rni

z with niz := 2niy + niu.
That is, the outputs of the agent, the observer and the
controller are transmitted via the network. For each agent, the
sampling time sequence is given by {tij : i ∈ N , j ∈ N+},
which is assumed to be strictly increasing. To reduce the
transmission cost, each sampled data is evaluated via the
ETM at each tij . Only when certain event-triggered condition
in the ETM is satisfied can the sampled data be transmitted
via the corresponding network. For each network, the event-
triggered condition is defined as Λi ≥ 0, where the function
Λi : R≥0 → R will be designed in Subsection III-B.

Due to the band-limited capacity of the communication
networks, each network is assumed to have ℓi ∈ N+ nodes.
At each tij , one and only one node is granted to access to the
i-th network, while which node to be chosen is determined
by the time-scheduling protocol [14]. To correspond to all
nodes of each network, zi is partitioned into ℓi parts. For
each i ∈ N and all j ∈ N+, the sampling intervals are
defined as hij := tij+1− tij , which is assumed to be bounded.

Assumption 1: For each i ∈ N and all j ∈ N+, there exist
τ imasp ≥ 0 and τ imiati ∈ (0, τ imasp) such that hij ∈ [τ imiati, τ

i
masp].

In Assumption 1, τ imasp > 0 is called the maximally
allowable sampling period (MASP) and τ imiati > 0 is the
minimally achievable transmission interval (MIATI). The
constant τ imiati is determined by the hardware constraints [5]
and ensures the exclusion of Zeno phenomena. However,
the MASP is to be determined later to balance the system
performance and the transmission cost.

After the information transmission via networks, the re-
ceived measurement is denoted as ẑi := (ŷip, ŷ

i
o, ûi). The

network-induced error is defined as ei := (eip, e
i
o, e

i
u) with

eip := ŷip − yip, eio := ŷio − yio and eiu := ûi − ui. In [tij , t
i
j+1],

the received measurement ẑi is assumed to be implemented
via the zero-order hold (ZOH) mechanism, that is,

˙̂zi(t) = 0, ∀t ∈ [tij , t
i
j+1]. (7)

At each tij , ẑi is updated based on the ETM and the latest
received measurement. If Λi ≥ 0, then ẑi is updated with the
latest received measurement; otherwise, ẑi is kept constant.

ẑi(t
i
j

+
) =

{
zi(t

i
j) + hi(κi(t

i
j), ei(t

i
j)), Λi(t

i
j) ≥ 0,

ẑi(t
i
j), Λi(t

i
j) < 0,

(8)

where κi : R≥0 → N is a counter to record the number of
the transmission successes. That is, κi(tij

+
) = κi(t

i
j) + 1 if

Λi(t
i
j) ≥ 0, and κi(t

i
j
+
) = κi(t

i
j) otherwise. hi ∈ Rnz

is called the update function and depends on the time-
scheduling protocol. Let hi := (hip, h

i
o, h

i
u) and

ẑi(t
i
j

+
) = (1− sgn(Λi(t

i
j)))ẑi(t

i
j)

+ sgn(Λi(t
i
j))[zi(t

i
j) + hi(κi(t

i
j), ei(t

i
j))], (9)

where sgn : R → {0, 1} is defined as sgn(Λi) = 1 if Λi ≥ 0
and sgn(Λi) = 0 otherwise. From (9), ei is updated by

ei(t
i
j

+
) = ẑi(t

i
j

+
)− zi(t

i
j

+
)

= (1− sgn(Λi(t
i
j)))ei(t

i
j)

+ sgn(Λi(t
i
j))hi(κi(t

i
j), ei(t

i
j)). (10)

B. Distributed Event-Triggered Mechanisms
With the analysis of the information transmission in the

previous subsection, in this subsection the distributed ETMs
are established via the information to be transmitted and the
network-induced errors. For this purpose, we start with the
formulation of the closed-loop system.

1) The Closed Loop over Each Network: Let xi :=
(xip, ηi, x

i
c, ϑi) be the augmented state and w :=

(w1, w2, ẇ2) be the augmented disturbance. From (1)-(6),
we derive the following dynamics:

ẋi = Âiixi +
∑

j∈N
Âijxj + B̂iei + Ĉiw (11)

with Â := [Âij ]N×N and

Âii =


Aii

p +Bi
pHi −Bi

pHi Bi
pKi 0

Aii
p − Ai Ai − LiC

i
p Bi

oKi 0

Ti −Ti Ri 0

0 EiLiC
i
p 0 Si

 ,

Âij =


Aij

p 0 0 0

Aij
p −Aij

o Aij
o 0 0

0 0 0 0

0 0 0 0

 ,

B̂i =


0 0 Bi

p

−Li Li Bi
p

0 0 0

EiLi −EiLi 0

 , Ĉi =


Fi 0 0

Fi −LiGi 0

0 0 0

0 EiLiGi 0

 ,
where Ai := Aii

o − (Bi
p −Bi

o)Hi.
Define a Lyapunov function candidate Vi(xi) := x⊤i Pixi

with a positive definite symmetric matrix Pi.

λmin(Pi)∥xi∥2 ≤ Vi(xi) ≤ λmax(Pi)∥xi∥2, (12)

where λmin(Pi) and λmax(Pi) are respectively the smallest
and largest eigenvalues of Pi. With (11), the time derivative
of Vi(xi) is given as follows.〈
∇Vi(xi), Âiixi +

∑
j∈N

Âijxj + B̂iei + Ĉiw
〉

= x⊤i

(
PiÂii + Â⊤

iiPi

)
xi + x⊤i Pi

(∑
j∈N

Âijxj + B̂iei

+Ĉiw
)
+

(∑
j∈N

Âijxj + B̂iei + Ĉiw
)⊤

Pixi
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≤ x⊤i

(
PiÂii + Â⊤

iiPi + ε−1
i Pi

)
xi + εie

⊤
i B̂

⊤
i PiB̂iei

+ x⊤i Pi

(∑
j∈N

Âijxj + Ĉiw
)⊤

+
(∑

j∈N
Âijxj + Ĉiw

)
Pixi, (13)

where εi > 0 can be arbitrary and the inequality “≤” holds
from the triangle inequality.

2) The Dynamics of Network-induced Errors: Since the
transmitted information is denoted as zi in Section III-A, we
have from (11) that

zi = Ãixi + C̃iw,

żi = Āiixi +
∑

j∈N
Āijxj + B̄iei + C̄iw,

(14)

where Āii = ÃiÂii, Āij = ÃiÂij , B̄i = ÃiB̂i and

Ãi =

Ci
p 0 0 0

Ci
p −Ci

p 0 0

Hi −Hi Ki 0

 , C̃i =

0 Gi 0

0 0 0

0 0 0

 ,
C̄i = ÃiĈi +

0 0 Gi

0 0 0

0 0 0

 .
Let φi(zi) = ∥zi∥2, and from (14),

φ̇i(zi) =
(
Āiixi +

∑
j∈N

Āijxj + B̄iei + C̄iw
)⊤

×
(
Ãixi + C̃iw

)
+
(
Ãixi + C̃iw

)⊤

×
(
Āiixi +

∑
j∈N

Āijxj + B̄iei + C̄iw
)

≤ φi(zi) + 2x⊤i Ā
⊤
iiĀiixi +w⊤C̃⊤

i C̃iw +
(∑

j∈N
Āijxj

+B̄iei + C̄iw
)⊤ (

Ãixi + C̃iw
)
+
(
Ãixi + C̃iw

)⊤

×
(∑

j∈N
Āijxj + B̄iei + C̄iw

)
. (15)

From (7) and (14), the dynamics for the network-induced
error ei is derived below:

ėi = −Āiixi −
∑

j∈N
Āijxj − B̄iei − C̄iw. (16)

The Lyapunov function candidate for (16) is defined as
Wi : N+ × Rni

e → R≥0, which is related to κi and ei. The
explicit form of Wi cannot be determined in a unified way,
since it depends on the applied scheduling protocol for each
network. For instance, for the Round-Robin (RR) protocol,
W 2(κi, ei) =

∑ℓi
j=1 aj(κi)∥eij∥2 with ei = (ei1, . . . , eiℓi)

and aj(κi) ∈ {1, . . . , ℓi}; see also [14, Example 3]. For
the try-once-discard (TOD) protocol, the function Wi is
defined as ∥ei∥ simply. For these scheduling protocols, Wi

is assumed to satisfy the following properties [14]:

ai∥ei∥ ≤Wi(κi, ei) ≤ bi∥ei∥, (17a)∥∥∥∥∂Wi(κi, ei)

∂ei

∥∥∥∥ ≤ gi, (17b)

Wi(κi + 1, hi(κi, ei)) ≤ λiWi(κi, ei). (17c)

The condition (17) is valid for many existing cases. For
instance, ai = 1, bi = gi =

√
ℓi for the RR protocol, whereas

ai = bi = gi = 1 for the TOD protocol. In addition,〈
∂Wi(κi, ei)

∂ei
,−Āiixi −

∑
j∈N

Āijxj − B̄iei − C̄iw

〉
≤ gi∥Āiixi +

∑
j∈N

Āijxj + B̄iei + C̄iw∥

≤ gi∥B̄iei∥+ gi∥Āiixi +
∑

j∈N
Āijxj∥+ gi∥C̄i∥∥w∥

≤ a−1
i gi∥B̄i∥Wi(κi, ei) + gi∥Āiixi +

∑
j∈N

Āijxj∥

+ gi∥C̄i∥∥w∥. (18)

3) Distributed Event-Triggered Conditions: We next show
how to design the distributed ETMs via the applied Lyapunov
function candidates and the transmitted information. From
(13)-(18), the function Λi in (8) is defined as

Λi(κi, zi, ei) := γiW
2
i (κi, ei)− ρiδi∥zi∥2, (19)

where γi := εiλmax(B̂
⊤
i PiB̂i) is from (13), ρi ∈ [0, (1 +

γi)
−1) and δi := max{λi, (1−ρi)−1ρiγi}. That is, the event-

triggered condition is Λi(κi, zi, ei) ≥ 0, which is based on
the Lyapunov function candidates Wi, Vi and the transmitted
information zi. In (19), εi can be viewed as an adjustable
variable to tune the event-triggered condition.

With the aforementioned analysis and designed ETMs, the
maximally allowable transmission period (MASP) for each
network can be derived explicitly as follows.

τ imasp :=



ai
gihi∥B̄i∥

arctan(θi), aiγi > ∥B̄i∥,

1− δi
1 + δi

ai
gi∥B̄i∥

, aiγi = ∥B̄i∥,

ai
gihi∥B̄i∥

arctanh(θi), aiγi < ∥B̄i∥,

(20)

where hi :=
√

|(aiγi/∥B̄i∥)2 − 1| and θi :=
(1−δ2i )hi

2δi(aiγi/∥B̄i∥−1)+(1+δi)2
. From [15], [16], the MASP

(20) is the solution to the following differential equation:

ϕ̇i = −2a−1
i gi∥B̄i∥ϕi − γi(g

2
iϕ

2
i + 1). (21)

That is, given the initial condition ϕi(0) = δ−1
i , we have

ϕi(τ
i
masp) = δi. Here we emphasize that due to the item g2i

in (21), the property (17b) affects the values of MASPs.

C. Performance Analysis

In this subsection, we show the satisfaction of the desired
performance under the designed ETMs and observer-based
controllers. The next theorem presents the LMI conditions
for the design of the observer (3) and the controller (5).

Theorem 1: Consider the system (1)-(6) and let Assump-
tion 1 hold. There exist χ, α, ψ > 0 such that for all t ≥ 0,

∥(x(t), e(t))∥2 ≤ χe−αt∥(x(0), e(0))∥2 + ψ∥w∥2∞, (22)

if there exist matrices Pi > 0, i ∈ N , such that

Σ :=

[
Σ11 Σ12 Σ13

∗ Σ22 Σ23

∗ ∗ Σ33

]
< 0, (23)

1167



MAS

y1
p

ETM 1 ETM N

yN
p

Network 1 Network N

u1 uN

ŷ1
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Fig. 2. Illustration of an alternative structure for the distributed event-
triggered observer-based control strategy.

with Σ11 = Â⊤P + PÂ + αI + 2Â⊤Ã⊤ÃÂ + Ã⊤Ã,
Σ12 = PB̂ + Â⊤Ã⊤ÃB̂, Σ13 = PĈ + 2Â⊤Ã⊤(ÃĈ +
Ḡ)+ ÃC̃, Σ22 = B̂⊤Ã⊤ÃB̂+αI −Γ,Σ23 = B̂⊤Ã⊤ÃĈ,
Σ33 = 2(ÃĈ+ Ḡ)⊤(ÃĈ+ Ḡ)− ψI + C̃⊤Ã⊤ÃC̃, where
P := diag{P1, . . . , PN}, Γ := diag{a21γ21 , . . . , a2Nγ2N}, and
all the matrices are given below (11) and (14).

From Theorem 1, α,ψ can be set via the desired per-
formance, and (23) is solved to establish the observers
and controllers guaranteeing the desired performance. In
this respect, the observers and controllers can be co-
designed based on the performance requirement. In addi-
tion, if (23) is satisfied, then χ = (

∑N
i=1(λmin(Pi) +

a2i γiϕi(τ
i
masp)))

−1(
∑N

i=1(λmax(Pi) + ρi + b2i γiϕi(0))) from
the detailed computation. For the proposed co-design strat-
egy, further discussions are presented below.

1) Discussion on the MASPs: Let ϕ̄i := giϕi and Li :=
a−1
i gi∥B̄i∥. Hence, (21) can be rewritten as

˙̄ϕi = −2Liϕ̄i − giγi(ϕ̄
2
i + 1), (24)

which shows explicitly the differences from the one in
existing works [14], [16] and the effects of the constant gi
on the MASPs. In particular, if gi = 1, then (24) is similar
to the one in [10], [16], while the derived MASPs are larger
than the one in [10], [16] if gi < 1.

2) Single Node for Each Network: If there exists one and
only one node for each network, then all information of
each agent is transmitted at the transmission times, which
is also the case in many works on MASs [17]–[19]. In the
single-node case, the scheduling protocol does not work,
the Lyapunov function candidate Wi can be defined as ∥ei∥
directly, and thus it is easy to verify gi ≡ 1. In this respect,
this work extends the results [9], [17] on the time-triggered
state omniscience to the event-triggered case.

3) Alternative Co-design Structure: In the proposed co-
design strategy, the control inputs are transmitted via multiple
networks. A special case is that the control inputs are
transmitted directly to the agents, which is shown in Fig. 2
and is an alternative structure. In this case, the information
to be transmitted is reduced to (yip, y

i
o), and the ETMs can

be derived in a similar fashion. Moreover, this alternative
structure is similar to the one in [20], where only the
first-order dynamics is considered and the communication
network is the observer graph Go here.

IV. NUMERICAL RESULTS

In order to illustrate the derived results, in this section
we present a numerical example from multi-machine power
systems [21]. We assume that 3 interconnected power sys-
tems are involved, each of which has the dynamics of the
form (1). In particular, for each power system, the state
xip = (xi1p , x

i2
p , x

i3
p , x

i4
p ) ∈ R4 consists of the rotor angle xi1p

in radian, the relative speed xi2p in radian/s, the mechanical
power xi3p in per unit, and the steam valve opening xi4p in
per unit. The matrices in (1) are given below.

Aii
p =


0 1 0 0

0
−Di

c
2Hi

w0
2Hi 0

0 0 −1

Ti
m

Ki
m

Ti
m

0
−Ki

e
Ti
eRiw0

0 −1

Ti
e

 , Bi
p =

[
0
0
0
1

Ti
e

]
,

Aij
p =

[
0 0 0 0

pijαij 0 0 0
0 0 0 0
0 0 0 0

]
, Ci⊤

p =

[
1
0
0
0

]
,

where pij ∈ {0, 1} is to show the connection between the
i-th and j-th systems. D1

c = 5, D2
c = D3

c = 3, H1 =
4, H2 = H3 = 5.1, T 1

m = T 2
m = T 3

m = 0.35, T 1
e =

T 2
e = T 3

e = 0.2, R1 = R2 = R3 = 0.05,K1
m = K2

m =
K3

m = 1,K1
e = K2

e = K3
e = 1, w0 = 314.159, α12 =

α13 = −27.49 and α21 = α23 = α31 = α32 = −23.10. In
addition, w1 = (sin(5t), 0.5 cos(10t), exp(−0.5t), exp(−t))
and w2 = sin(t) exp(−t).

For these three power systems, the observers and con-
trollers are designed as follows:

ẋio = Aii
p x

i
p +Bi

pui + Li(y
i
p − yio),

yio = Ci
px

i
o, ui = Kix

i
o.

Since the communication between the power systems and
the observers are via multiple networks, we assume that the
protocols for each networks are different. Let the protocols
of the first and third networks be the TOD, while the protocol
of the second network be the RR. Hence, next we need to
design the ETM, the observer gain Li and the controller gain
Ki for each system such that both the system states and the
estimation errors are asymptotically convergent.

To this end, we first consider the network-free case
and have the following gains satisfying the LMI condi-
tion (23): K1 = −

[
462.321 81.115 229.122 19.084

]
,

K2 = K3 = −
[
459.784 81.491 211.049 18.536

]
,

L1 = (99.1663, 97.3051, 1.5329,−7.6471) and L2 = L3 =
(88.2933, 75.1120; 1.3593,−6.7894). With these gains, we
next consider the networked case. λ1 = λ2 = λ3 =

√
2/3

from [14]. Let ε1 = ε2 = ε3 = 0.1 and ρi = 0.01/(1 + γi).
We can compute γ1 = 3.8726 · 103, γ2 = γ3 = 2.6971 ·
103, ρ1 = 2.5815 · 10−6, ρ2 = ρ3 = 3.7063 · 10−6 and δ1 =
δ2 = δ3 = 0.8165. Hence, the event-triggered conditions are
designed as Λi(κi, zi, ei) = γi∥ei∥2−ρiλ̄i∥Ãixi+C̃iw∥2 ≥
0. Furthermore, we have ∥B̄1∥ = 7.6290 · 104, ∥B̄2∥ =
∥B̄3∥ = 6.6295 · 104, h1 = 0.9987, h2 = h3 = 0.9992, θ1 =
0.1903 and θ2 = θ3 = 0.1922. We follow (20) to derive all
MASPs, that is, τ1masp = 1.4596 · 10−6 and τ2masp = τ3masp =
1.6961 · 10−6. With the designed ETMs and the MASPs,
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Fig. 3. Illustration of the state trajectories of the considered three systems. (a) The system state of the first system. (b) The system state of the second
system. (c) The system state of the third system.
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Fig. 4. Illustration of the norms of different estimation errors.

we can depict the state trajectories of the three systems, as
shown in Fig. 3, and conclude the convergence of all system
states. From Fig. 4, all estimation errors are convergent and
thus the desired objective is achieved.

V. CONCLUSION

We presented a general control framework for the event-
triggered observer-based control problem of linear NCS,
where the information communication is via multiple asyn-
chronous networks. We first investigated the information
transmission to design distributed event-triggered mecha-
nisms, and then showed how to design the observers and
controllers to ensure the system stability. In particular, the
maximally allowable transmission periods were computed
explicitly and further discussions were presented to show
the generality of the proposed framework. Future work will
be devoted to the nonlinear and stochastic cases and the case
of NCS under attacks.
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