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Abstract—This paper addresses a unified convergence analysis for a large family of stochastic gradient projection algorithms for dealing with constrained finite sum convex problems, with a smooth objective function satisfying a strong convexity condition and possibly nonsmooth functional constraints. At each iteration, the algorithm takes an optimal gradient step based on a stochastic unbiased estimate of the objective function aiming to minimize it and then a feasibility step reducing the infeasibility associated with randomly observed constraints. Our stochastic gradient estimate can take diverse forms (e.g., Stochastic Gradient Descent (SGD), Stochastic Average Gradient Acceleration (SAGA), Loopless-Stochastic Variance Reduced Gradient (L-SVRG)). We conduct a convergence analysis of the proposed unified stochastic gradient projection algorithm under a diminishing stepsize, resulting in sublinear convergence rates, which are optimal for stochastic gradient methods within this problem class. Numerical evidence supports the effectiveness of our approach.

I. INTRODUCTION

Optimization problems with functional constraints have wide applications across various domains, ranging from machine learning and signal processing to operations research and optimal control. In this paper, we consider the problem:

\[ f^* = \min_{x \in \mathcal{Y} \subseteq \mathbb{R}^n } f(x) := \frac{1}{N} \sum_{i=1}^{N} f_i(x) \]

subject to \( h_j(x) \leq 0 \quad \forall j = 1 : m, \) \hspace{1cm} (1)

where \( f \) is convex, smooth, and \( h_j \)'s are assumed to be convex (possibly nonsmooth). This problem is highly versatile, encompassing a range of optimization applications, including optimal control [4], distributed control [18], machine learning and statistics [3],[23], signal processing [15],[22] and portfolio optimization [1]. The complexity of these problems is increasing with the growing number of variables and constraints. Consequently, (sub)gradient-based methods are commonly employed to tackle these optimization tasks. Notably, the projected gradient descent algorithm proves effective for solving (1) when the feasible set allows for straightforward projections [5]. However, this method’s reliance on computing the full gradient of the objective and working with the full feasible set at each iteration can become computationally intensive, if not infeasible, in certain scenarios (see [18]). This motivates us to consider the settings where we can project only on a single functional constraint while having access to stochastic unbiased gradient estimates at each iteration [16],[8]. Such settings are prevalent in machine learning, where one has the minimization of expected objective functions including or excluding constraints [3], and in statistics, where the goal is to minimize a finite sum objective while adhering to functional constraints [22],[1]. Several previous works have explored similar optimization problems, such as [8],[17], and [16]. Particularly, [16] and [17] consider a similar problem as in (1) and propose (mini-batch) stochastic subgradient projection algorithms for solving it. For these stochastic methods, the authors derive sublinear convergence rates under basic properties of problem functions (convexity, bounded gradient type conditions) and access to only stochastic (sub)gradients. In [8] an (unconstrained) composite optimization problem is considered and the authors derive a unifying convergence framework for classical stochastic gradient descent (SGD) [15], quantized stochastic gradient methods [2], variance reduced methods [12],[9], and some randomized coordinate descent methods [14]. Nevertheless, it’s important to note that the optimization problem, the algorithm, and consequently, the convergence analysis in [8],[17], and [16] significantly differ from the focus of this paper.

Contributions: In [8], under a unified assumption on the stochastic estimates of the gradients of the objective, it is shown that a large family of stochastic gradient methods converge (sublinearly to a neighborhood of the minimizer for convex, smooth and quasi-strongly convex functions. Our contribution extends this line of inquiry to the settings where the objective function is satisfying a strong convexity condition instead of a quasi-strongly convex condition (see [8]), and, additionally, we consider explicit functional constraints, see (1). To accomplish this, we extend into an unified variant of the stochastic gradient projection algorithm from [16] for solving (1). At each iteration, the algorithm performs a gradient step based on a stochastic unbiased estimate, which can take the form of SGD [19],[21], or variance reduced type, e.g., SAGA [6] and L-SVRG [11],[13]. Then, we perform a step dedicated to reducing the feasibility violation associated with a randomly observed functional constraint. To enhance the adaptability of our method, we derive stepsize-switching rules that guide the transition from constant to decreasing stepsizes. As a result of these developments, our work provides a rigorous foundation for the sublinear convergence rates of the weighted averages of iterates in terms of expected distance to the minimizer as well as in terms of the distance to the feasible set. From our
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knowledge, this study is the first comprehensive convergence analysis of a unified stochastic gradient projection method for addressing the general problem (1).

Content: The structure of this paper is as follows: In Section II, we detail the assumptions and algorithm. Section III discusses the different forms of our algorithm, and Section IV presents our convergence results. Finally, Section V showcases numerical experiments to validate our findings.

II. Preliminaries

In this section, we will introduce the notations, several important inequalities, and the underlying assumptions. We also present a unified stochastic gradient projection algorithm, called (U-SGP). For given $x, y \in \mathbb{R}^n$, $(x, y)$ denotes the standard Euclidean inner product, $\|x\|$ denotes its Euclidean norm, $(x)_+ = \max\{0, x\}$. We also denote $\Pi_Y(x)$ as the projection of point $x$ onto the set $Y$ and $\text{dist}^2(x, Y) = \|x - \Pi_Y(x)\|^2$. Let $dom f$ represent the domain of a proper closed convex function $f$ and $D_f(x, y)$ denote the Bregman divergence associated with $f$: $D_f(x, y) := f(x) - f(y) - \langle \nabla f(y), x - y \rangle$. The following inequalities are used throughout the paper in our analysis:

\[ \|x + y\|^2 \leq 2\|x\|^2 + 2\|y\|^2. \] (2)

\[ \|\Pi_{\mathcal{X}}(x) - y\|^2 \leq \|x - y\|^2 \quad \forall x \in \mathbb{R}^n, y \in \mathcal{X}. \] (3)

The feasible set of problem (1) is denoted by:

\[ \mathcal{X} = \{x \in Y : h_j(x) \leq 0 \quad \forall j = 1 : m\}. \]

We assume that the optimal value $f^* > -\infty$. Let us also denote by $[N] = \{1, \ldots, N\}$ and $[m] = \{1, \ldots, m\}$.

A. Assumptions

For the given problem (1), the set $Y$ is assumed to be convex and simple, i.e., it is easy to evaluate the projection onto $Y$. Furthermore, we assume that the interior of $Y$ is contained in the effective domains of the functions $f_i$ and $h_j$. We make no assumptions on the differentiability of $h_j$ and use the same expression for the gradient or the subgradient of $h_j$ at $x$, that is $\nabla h_j(x) \in \partial h_j(x)$, where $\partial h_j(x)$ is the subdifferential, which has one element or is a nonempty set for any $j = 1 : m$. We consider additionally the following assumptions. First, we assume that the objective function $f$ satisfies the convexity and smoothness condition.

**Assumption 2.1**: Each function $f_i$ is $L$-smooth and convex, i.e., for any $x, y \in \mathbb{R}^n$, the following hold:

\[ f_i(y) \leq f_i(x) + \langle \nabla f_i(x), y - x \rangle + \frac{L}{2}\|y - x\|^2, \] (4)

\[ f_i(y) \geq f_i(x) + \langle \nabla f_i(x), y - x \rangle. \] (5)

Note that inequality (4) yields that the objective $f$ is also $L$-smooth and (5) implies convexity of $f$. Next, we give a unifying assumption on the stochastic gradients $\nu(x)$, first introduced in [8], which allows us to simultaneously analyze the classical SGD and variance reduced methods such as SAGA and L-SVRG.

**Assumption 2.2**: The gradient estimates are unbiased:

\[ \mathbb{E}[\nu(x)|x] = \nabla f(x). \] (6)

We also assume that there exists a random sequence $\{\sigma_k^j\}_{k \geq 0}$ such that the following two relations hold for all $x \in \mathcal{Y}$:

\[ \mathbb{E}[\|\nu(x) - \nabla f(x^*)\|^2|x] \leq 2AD_f(x, x^*) + B\sigma_k^2 + D_1, \] (7)

\[ \mathbb{E}[\sigma_k^2|x] \leq (1 - \rho)\sigma_1^2 + 2\tilde{C}D_f(x, x^*) + D_2, \] (8)

where $A, B, C, D_1, D_2, \rho$ are non-negative constants.

Note that when we the objective function is $L$-smooth, then $D_f(x, x^*) \leq \frac{1}{2\rho}\|x - x^*\|^2$ and consequently the previous two inequalities implies:

\[ \mathbb{E}[\|\nu(x) - \nabla f(x^*)\|^2|x] \leq AL\|x - x^*\|^2 + B\sigma_k^2 + D_1, \] (9)

\[ \mathbb{E}[\sigma_k^2|x] \leq (1 - \rho)\sigma_1^2 + CL\|x - x^*\|^2 + D_2. \] (10)

Though we consider the relations (7), (8) as an assumption in our convergence analysis, in the next section we show that for particular algorithms (e.g., SGD, SAGA, L-SVRG) these inequalities hold with known constants. We also assume $\rho$ to satisfy the following strong convexity condition:

**Assumption 2.3**: The function $f$ satisfies a strong convexity condition, i.e., there exists non-negative constant $\mu \geq 0$ such that for any $x, y \in \mathbb{R}^n$:

\[ f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2}\|y - x\|^2. \] (11)

Note that one relation equivalent to (11) is the following inequality (see Theorem 2.19 in [20]):

\[ \langle \nabla f(x) - \nabla f(y), x - y \rangle \geq \mu\|x - y\|^2 \quad \forall x, y \in \mathbb{R}^n. \] (12)

Also, we assume the following boundedness on the subgradient of the functional constraints:

**Assumption 2.4**: The functional constraints $h_j$ have bounded subgradients on $\mathbb{R}^n$, i.e., there exists $B_h > 0$ such that for all $\nabla h_j(x) \in \partial h_j(x)$, we have:

\[ \|\nabla h_j(x)\| \leq B_h \quad \forall x \in \mathbb{R}^n, \quad j = 1 : m. \]

This assumption implies that the functional constraints $h_j$ are Lipschitz continuous functions. Finally, we assume some regularity condition for the constraints.

**Assumption 2.5**: The functional constraints satisfy additionally the following Hölderian growth condition for some constants $c > 0$:

\[ \text{dist}^2(x, \mathcal{X}) \leq c \cdot E_j(h_j(x)^2) \quad \forall x \in \mathbb{R}^n, \quad j = 1 \cdot m \]

where $j$ is a random variable. Note that Assumption 2.5 has been frequently used in the context of stochastic optimization problems, see e.g., [16]. Particularly, it holds e.g., when the feasible set $\mathcal{X}$ has a nonempty interior or is polyhedral (see the discussion and references there in [16]). It also holds for more general sets, e.g., when the collection of functional constraints satisfies a strengthened Slater condition, such as the generalized Robinson condition [16].

B. Unified stochastic gradient projection algorithm

In this section, we introduce a unified stochastic gradient projection algorithm, called U-SGP. Given the iteration counter $k$, we usually choose two indices $i_k \in \{1, \cdots, N\}$ and $j_k \in \{1, \cdots, m\}$ uniformly at random. In this algorithm, at each iteration, we perform a stochastic gradient step by
sampling an unbiased estimate $\nu(x_k)$ based on $i_k$ aimed at minimizing the finite sum objective function and then a subsequent subgradient step minimizing the feasibility violation of the observed random $j_k^{th}$ constraint (we use the convention $0/0 = 0$).

Algorithm 1 U-SGP

Require: Choose $x_0 \in \mathcal{Y}$, tol, and stepsizes $\alpha_k > 0$, $\beta \in (0, 2)$. Set $k \leftarrow 0$
for $k \geq 0$ do
  Sample $\nu(x_k)$ according to alg. choice and compute:
  $v_k \leftarrow x_k - \alpha_k \nu(x_k)$
  Sample $j_k \in [m]$ uniformly at random and compute:
  $z_k \leftarrow v_k - \beta \| \nabla h_{j_k}(v_k) \|_2 \nabla h_{j_k}(v_k)$
  $x_{k+1} \leftarrow \Pi_{\mathcal{Y}}(z_k)$.
end for

In the algorithm, $\alpha_k > 0$ and $\beta > 0$ are deterministic stepsizes. Note that the unbiased estimate $\nu(x_k)$ can have many forms depending on the algorithm of interest. Our algorithm is different from [8] as we consider an additional feasibility step and also differs from [16] as we consider a general stochastic gradient step for optimality.

III. MANY FORMS OF U-SGP ALGORITHM

As discussed in the previous sections, the estimate $\nu(x_k)$ can have many different forms. In this section, we give several examples for the unbiased estimate $\nu(x_k)$ and hence different algorithms to solve problem (1). We also provide the explicit expressions of the non-negative constants used in Assumption 2.2 under the smoothness condition of function $f$.

A. U-SGP as SGD

In this section the proposed algorithm U-SGP becomes of SGD type when the unbiased estimator $\nu(x_k)$ is sampled as in SGD. This leads to the following algorithm: Under the assumption that the functions $f_i$ are differentiable and $L_i$-smooth, the constants $A, B, \rho, C, D_1, D_2$ from Assumption 2.2 have the following explicit expressions (the proof is given in Lemma A.11 in [8]):

$$A = 2L, B = 0, \rho = 1, C = 0, D_1 = 2\sigma^2, D_2 = 0,$$

where $\sigma^2 = \mathbb{E}[\|\nabla f_i(x^*)\|^2]$ and $\sigma_k = 0$ a.s.

B. U-SGP as variance reduced type algorithms

Now, we also show that the algorithm U-SGP can take the form of a variance reduced type algorithm. First, in this section we consider that the unbiased estimator $\nu(x_k)$ to be sampled as of SAGA type and hence we have the algorithm U-SGP as SAGA. When we consider the functions $f_i$ to be $L$-smooth, then the constants $A, B, \rho, C, D_1, D_2$ from Assumption 2.2 have the following explicit expressions in this case (the proof is given in Lemma A.6 in [8]):

$$A = 2L, B = 2, \rho = 1/N, C = L/N, D_1 = 0, D_2 = 0,$$

where we consider $\sigma_k^2 = \frac{1}{N} \sum_{i=1}^N \| \nabla f_i(x_k) - \nabla f_i(x^*) \|^2$.

Algorithm 3 U-SGP as SAGA

Require: Choose $x_0 \in \mathcal{Y}$, tol, and stepsizes $\alpha_k > 0$, $\beta \in (0, 2)$. Set $k \leftarrow 0$ and $\phi_0 = x_0$ for each $i = 1:N$
for $k \geq 0$ do
  Sample $i_k \in [N]$ uniformly at random.
  Set $\phi_{k+1}^i = x_k$ and $\phi_{k+1}^i = \phi_k^i$ for $i \neq i_k$
  $\nu(x_k) = \nabla f_{i_k}(\phi_{k+1}^i) - \nabla f_{i_k}(\phi_k^i) + \frac{1}{k} \sum_{i=1}^N \nabla f_i(\phi_k^i)$
  $v_k \leftarrow x_k - \alpha_k \nu(x_k)$
  Sample $j_k \in [m]$ uniformly at random.
  $z_k \leftarrow v_k - \beta \| \nabla h_{j_k}(v_k) \|_2 \nabla h_{j_k}(v_k)$
  $x_{k+1} \leftarrow \Pi_{\mathcal{Y}}(z_k)$.
end for

Algorithm 4 U-SGP as L-SVRG

Require: Choose $x_0 \in \mathcal{Y}$, tol, and stepsizes $\alpha_k > 0$, $\beta \in (0, 2)$. Set $k \leftarrow 0$ and $\omega_0 = x_0$
for $k \geq 0$ do
  Sample $i_k \in [N]$ uniformly at random and compute:
  $\nu(x_k) = \nabla f_{i_k}(x_k) - \nabla f_{i_k}(\omega_k) + \nabla f(\omega_k)$
  $v_k \leftarrow x_k - \alpha_k \nu(x_k)$
  $\omega_{k+1} = \omega_k + p \omega_k$ with probability $p$
  Sample $j_k \in [m]$ uniformly at random and compute:
  $z_k \leftarrow v_k - \beta \| \nabla h_{j_k}(v_k) \|_2 \nabla h_{j_k}(v_k)$
  $x_{k+1} \leftarrow \Pi_{\mathcal{Y}}(z_k)$.
end for

then the constants $A, B, \rho, C, D_1, D_2$ from Assumption 2.2 have the following explicit expressions in this case (the proof is given in Lemma A.11 in [8]):

$$A = 2L, B = 2, \rho = p, C = pL, D_1 = 0, D_2 = 0,$$

where we consider $\sigma_k^2 = \frac{1}{N} \sum_{i=1}^N \| \nabla f_i(\omega_k) - \nabla f_i(x^*) \|^2$.

IV. UNIFIED CONVERGENCE ANALYSIS

In this section, we establish a unified convergence analysis for the U-SGP algorithm assuming a strongly convex objective function. First, we establish a relation between $x_k$ and $v_{k-1}$ (the proof is similar to Lemma 4.3 in [17]):
Lemma 4.1: Let $h_j$ be convex functions. Additionally, Assumptions 2.4 and 2.5 hold. Then, we have the following relation for the iterates of $\text{U-\text{SGP}}$:
\[
E[\|x_k - x^*\|^2] \leq E[\|v_{k-1} - x^*\|^2] + \beta(2 - \beta) e^{B_k} \mathbb{E}\left[\text{dist}^2(x_k, X)\right].
\] (13)
Next, we prove a relation for the sequences $v_k$ and $x_k$ which plays a key role in proving the rates later.

Lemma 4.2: Let $f$ be $L$-smooth and Assumption 2.2 hold. Then, for all $k \geq 0$ and stepsize $\alpha_k > 0$, we have the following recursion for any $\eta > 0$:
\[
\mathbb{E}[\|v_k - x^*\|^2] + 2\frac{B}{\rho} \alpha_k^2 \mathbb{E}[\sigma_k^2] \\
+ \alpha_k \left( \frac{2}{\rho} \left( \frac{B}{\rho} + D_2 + \left(1 + \frac{1}{2\eta}\right) \|\nabla f(x^*)\|^2 \right) \right)
\]
\[
\leq (1 - \mu \alpha_k) \mathbb{E}[\|v_k - x^*\|^2] + \frac{2B}{\rho} \alpha_k^2 \mathbb{E}[\sigma_k^2]
\]
\[
+ 2\alpha_k^2 \left( \frac{D_1}{\rho} + \frac{1}{\rho} \|\nabla f(x^*)\|^2 \right) + \frac{1}{\rho} (1-\mu S) C_{\beta,c,B,h} \|\nabla f(x^*)\|^2.
\]
Proof: Using the definition of $v_k$ from $\text{U-\text{SGP}}$ and the inequality (3), we get:
\[
\|v_k - x^*\|^2 = \|x_k - x^* - \alpha_k \nu(x_k)\|^2
\]
\[
\leq \|x_k - x^*\|^2 - 2\alpha_k \nu(x_k) - \|\nabla f(x^*)\| \|x_k - x^*\| + \frac{2B}{\rho} \alpha_k^2 \|\nabla f(x^*)\|^2.
\]
Now, taking the expectation conditioned on $x_k$ and using strong convexity of $f$, we have:
\[
\mathbb{E}[\|v_k - x^*\|^2 | x_k] \leq \|x_k - x^*\|^2 - 2\alpha_k \|\nabla f(x_k)\| \|x_k - x^*\| + \frac{2B}{\rho} \alpha_k^2 \|\nabla f(x^*)\|^2.
\]
\[
\frac{1}{\rho} \|\nabla f(x^*)\|^2 (1 - \mu \alpha_k) \mathbb{E}[\|x_k - x^*\|^2] + \frac{2B}{\rho} \alpha_k^2 \mathbb{E}[\|\nabla f(x^*)\|^2]
\]
\[
\leq (1 - \mu \alpha_k) \mathbb{E}[\|v_{k-1} - x^*\|^2] + \frac{2B}{\rho} \alpha_k^2 \mathbb{E}[\|\nabla f(x^*)\|^2].
\]
After taking the full expectation and rearranging the terms, we get the desired result.

Before providing the next result we introduce a switching stepsize strategy. Define $k_0 = \left\lfloor \frac{8L(A + \frac{B^2}{\rho})}{\mu^2} \right\rfloor$ and $\alpha_k = \frac{\gamma_k}{\mu}$, where $\gamma_k$ is defined as:
\[
\gamma_k = \begin{cases} 
\frac{\mu^2}{4L(A + \frac{B^2}{\rho})}, & \text{if } k \leq k_0 \\
\frac{2}{\mu}, & \text{if } k > k_0.
\end{cases}
\]
Equivalently, one can easily see that our stepsize can be written as $\alpha_k = \min\left(\frac{\mu}{4L(A + \frac{B^2}{\rho})}, \left(\frac{1}{2}\right)^{k+1}\right)$. Note that since our stepsize $\alpha_k \leq \frac{\mu}{4L(A + \frac{B^2}{\rho})}$, this implies:
\[
\mu - 2 \left( 1 + \frac{B}{\rho} C_{\beta,c,B,h} \|\nabla f(x^*)\|^2 + \frac{1}{\rho} \|\nabla f(x^*)\|^2 \right).
\]
For simplicity, we define $C_{\beta,c,B,h} = \frac{B(2-\beta)}{4L(A + \frac{B^2}{\rho})} > 0$ and $S = \frac{B^2}{4L(A + \frac{B^2}{\rho})}$. Let us also introduce the following Lyapunov function:
\[
\hat{V}_k := \|v_k - x^*\|^2 + \frac{\mu S^2 B^2}{\rho} \sigma_{k+1}.
\]
Next, we prove the following recurrence for $\text{U-\text{SGP}}$ iterates.

Lemma 4.3: Let $f$ and $h_j$ be convex functions, for all $j = 1 : m$. Additionally, Assumptions 2.1–2.5 hold. Further, define the stepsizes $\alpha_k = \min\left(\frac{\mu^2}{4L(A + \frac{B^2}{\rho})}, \left(\frac{1}{2}\right)^{k+1}\right)$, $\beta \in (0, 2)$. Then, the iterates of $\text{U-\text{SGP}}$ satisfy the recurrence:
\[
\forall k \leq k_0, \quad \mathbb{E}[\hat{V}_{k_0}] \leq \hat{V}_0
\]
\[
+ 2S^2 \left( \frac{D_1}{\rho} + \frac{1}{\rho} \|\nabla f(x^*)\|^2 \right) \left(1 + \frac{1}{\rho} \frac{1}{\mathbb{E}[\|\nabla f(x^*)\|^2]} \right).
\]
\[
\forall k > k_0, \quad (k + 1)^2 \mathbb{E}[\|v_k - x^*\|^2] + \frac{2B}{\rho} \mathbb{E}[\sigma_{k+1}]
\]
\[
+ \frac{k+1}{\rho} \mathbb{E}[\|\nabla f(x^*)\|^2] \leq \hat{V}_0 + \frac{2B}{\rho} \mathbb{E}[\sigma_k^2] + \frac{8B}{\rho^2} \mathbb{E}[\|\nabla f(x^*)\|^2].
\]
Proof: Combining the inequalities (14) and (13) and using the inequality (15) together with $\eta = (1 - \mu \alpha_k) C_{\beta,c,B,h}/2$, we get:
\[
\mathbb{E}[\|v_k - x^*\|^2] + \frac{B}{\rho} \alpha_k^2 \mathbb{E}[\sigma_{k+1}^2] + \frac{\mu \alpha_k^2}{2} \mathbb{E}[\|\nabla f(x^*)\|^2]
\]
\[
= \frac{1}{\rho} \|\nabla f(x^*)\|^2 \left(1 - \mu \alpha_k\right) \mathbb{E}[\|v_{k-1} - x^*\|^2] + \frac{2B}{\rho} \alpha_k^2 \mathbb{E}[\sigma_k^2]
\]
\[
+ \frac{1}{\rho} \|\nabla f(x^*)\|^2 \left(1 - \mu \alpha_k\right) \mathbb{E}[\|\nabla f(x^*)\|^2].
\]
\[
\leq \frac{1}{\rho} \|\nabla f(x^*)\|^2 \left(1 - \mu \alpha_k\right) \mathbb{E}[\|v_{k-1} - x^*\|^2] + \frac{2B}{\rho} \alpha_k^2 \mathbb{E}[\sigma_k^2]
\]
\[
+ \frac{1}{\rho} \|\nabla f(x^*)\|^2 \left(1 - \mu \alpha_k\right) \mathbb{E}[\|\nabla f(x^*)\|^2].
\]
For $k \leq k_0$, we have $\alpha_k = \frac{\mu^2}{4L(A + \frac{B^2}{\rho})} := S$. Using the fact that $(1 - \mu \alpha_k) \leq 1$, from (18), we obtain:
\[
\mathbb{E}[\hat{V}_{k_0}] \leq \hat{V}_0
\]
\[
+ 2S^2 \left( \frac{D_1}{\rho} + \frac{1}{\rho} \frac{1}{\mathbb{E}[\|\nabla f(x^*)\|^2]} \right).
\]
This proves the first statement (16). Further, for $k > k_0$ we have $\alpha_k = \frac{2}{\mu^2(k+1)}$. Note that here $\gamma_k = \frac{2}{k+1}$ is a nonincreasing sequence and thus we get:

$$1 - \gamma_k = \frac{k-1}{k+1} \geq \frac{1}{3} \forall k \geq 2,$$

so by relation (18), we have:

$$\mathbb{E}[\|v_k - x^*\|^2] + \frac{8B}{\mu^2(k+1)^2} \mathbb{E}[\sigma^2_{k+1}]$$

$$+ \frac{1}{(k+1)} \mathbb{E}[\|x_k - x^*\|^2] + \frac{1}{6} C_{\beta,c,B_k} \mathbb{E}[\text{dist}^2(x_k, \mathcal{X})]$$

$$\leq \frac{k}{k+1} \mathbb{E}[\|v_{k-1} - x^*\|^2] + \frac{8B}{\mu^2(k+1)^2} \mathbb{E}[\sigma^2_k]$$

$$+ \frac{8}{\mu^2(k+1)^2} \left( D_1 + \frac{B}{\rho} D_2 + \left( 1 + \frac{3}{C_{\beta,c,B_k}} \right) \|\nabla f(x^*)\|^2 \right) .$$

Now, multiply the whole inequality by $(k+1)^2$, and using the fact $k^2 - 1 \leq k^2$, we also get (17).

Now, we are ready to prove the rates. Let us define for $k \geq k_0 + 1$ the sum $S_k = \sum_{j=k_0+1}^{k}(j+1)^2 \sim \mathcal{O}(k^3 + k^2, k^3, k_0)$, and the corresponding average sequences:

$$\hat{x}_k = \frac{1}{S_k} \sum_{j=k_0+1}^{k} (j + 1)^2 x_j,$$

and

$$\hat{w}_k = \frac{1}{S_k} \sum_{j=k_0+1}^{k} (j + 1)^2 \Pi(x_j) \in \mathcal{X} .$$

**Theorem 4.4:** Let $f$ and $h_1(.)$ be convex functions, for all $j = 1 : m$. Additionally, Assumptions 2.1–2.5 hold. Further, consider the stepsizes-switching rule $\alpha_k = \min \left( \frac{\mu}{4L(A + \frac{c_0}{\mu^2})^2}, \frac{2}{(k+1)} \right)$, $\beta \in (0, 2)$ and $k_0 = \left\lceil \frac{8L(A + \frac{c_0}{\mu^2})}{\mu^2(\beta + 1/2)} \right\rceil$. Then, for $k > k_0$ we have the following convergence rates for the average sequence $\hat{x}_k$ in terms of optimality and feasibility violation for problem (1) (keeping only the dominant terms):

$$\mathbb{E}[\|\hat{x}_k - x^*\|^2] \leq \mathcal{O}\left( \frac{(D_1 + MD_2)C_{\beta,c,B_k}^{-1}}{\mu^2(k^2 + kk_0 + k_0^2)} + \frac{(D_1 + MD_2)}{\mu^2(k - k_0)} \right) .$$

$$\mathbb{E}[\text{dist}^2(\hat{x}_k, \mathcal{X})] \leq \mathcal{O}\left( \frac{(D_1 + MD_2)C_{\beta,c,B_k}^{-1}}{\mu^2(k^2 + kk_0 + k_0^2)} \right) .$$

**Proof:** For $k > k_0$, from Lemma 4.3, summing the inequality from $k_0 + 1$ to $k$, we get:

$$(k + 1)^2 \mathbb{E}[\|v_k - x^*\|^2] + \frac{8B}{\mu^2} \mathbb{E}[\sigma^2_{k+1}]$$

$$+ \sum_{j=k_0+1}^{k} (j + 1) \mathbb{E}[\|x_j - x^*\|^2]$$

$$+ \frac{C_{\beta,c,B_k}}{6} \sum_{j=k_0+1}^{k} (j + 1)^2 \mathbb{E}[\text{dist}^2(x_j, \mathcal{X})]$$

$$\leq (k_0 + 1)^2 \mathbb{E}[\|v_{k_0} - x^*\|^2] + \frac{8B}{\mu^2} \mathbb{E}[\sigma^2_{k_0+1}]$$

$$+ \frac{8}{\mu^2} \left( D_1 + \frac{B}{\rho} D_2 + \left( 1 + \frac{3}{C_{\beta,c,B_k}} \right) \|\nabla f(x^*)\|^2 \right) (k - k_0) .$$

Now, using relation (3), the convexity of the norm and the linearity of the expectation operator, we obtain:

$$(k + 1)^2 \mathbb{E}[\|v_k - x^*\|^2] + \frac{8B}{\rho \mu^2} \mathbb{E}[\sigma^2_{k+1}]$$

$$+ \frac{S_k}{(k + 1)} \mathbb{E}[\|\hat{w}_k - x^*\|^2] + \frac{S_k C_{\beta,c,B_k}}{6} \mathbb{E}[\|\hat{w}_k - \hat{x}_k\|^2]$$

$$\leq (k_0 + 1)^2 \mathbb{E}[\|v_{k_0} - x^*\|^2] + \frac{8B}{\rho \mu^2} \mathbb{E}[\sigma^2_{k_0+1}]$$

$$+ \frac{8}{\mu^2} \left( D_1 + \frac{B}{\rho} D_2 + \left( 1 + \frac{3}{C_{\beta,c,B_k}} \right) \|\nabla f(x^*)\|^2 \right) (k - k_0) .$$

After simple calculations (keeping only the dominant terms):

$$\mathbb{E}[\|\hat{w}_k - x^*\|^2] \leq \mathcal{O}\left( \frac{(D_1 + \frac{B}{\rho} D_2 + \|\nabla f(x^*)\|^2)}{\mu^2(k - k_0)} \right) ,$$

$$\mathbb{E}[\|\hat{w}_k - \hat{x}_k\|^2] \leq \mathcal{O}\left( \frac{(D_1 + \frac{B}{\rho} D_2 + \|\nabla f(x^*)\|^2) C_{\beta,c,B_k}^{-1}}{\mu^2(k^2 + kk_0 + k_0^2)} \right) .$$

Since $\hat{w}_k \in \mathcal{X}$, using the relation $\mathbb{E}[\text{dist}^2(\hat{x}_k, \mathcal{X})] \leq \mathbb{E}[\|\hat{w}_k - \hat{x}_k\|^2]$ we get the required result (20). Furthermore, since $x^*$ is the minimizer of problem (1) and using the inequality (2), we further get convergence rate for the average sequence $\hat{x}_k$ in terms of optimality:

$$\mathbb{E}[\|\hat{x}_k - x^*\|^2] \leq \mathcal{O}[\|\hat{w}_k - x^*\|^2 + 2\mathbb{E}[\|\hat{w}_k - \hat{x}_k\|^2] .$$

This gives the required result (19).

Our derived convergence rates are consistent with those in [17] and [16], assuming the smoothness and strong convexity of the objective function. To the best of our knowledge, this is the first unified convergence analysis for a broad spectrum of stochastic gradient projection algorithms, encompassing variance reduced techniques, designed to tackle problem (1). In the forthcoming section, we will explore the practical benefits of variance reduced iterations, such as SAGA or L-SVRG, over the standard SGD variant.

**V. NUMERICAL EXPERIMENTS**

In this section, we apply our proposed algorithm, $U$-SGP (including its variants SGD, SAGA, L-SVRG), to address the problem of finding the minimum distance to specified points within the context of a finite number of half-space constraints and box constraints (as detailed in Section 4 of [7]). The problem can be framed as follows:

$$\min_{x \in \mathbb{R}^n} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} \|x - c_i\|^2$$

$$s.t. \quad \langle a_j, x \rangle \leq b_j \quad \forall j \in [m], \quad x \in [l, u] ,$$

where $c_i, a_j \in \mathbb{R}^n$, $b \in \mathbb{R}^m$ and $l, u \in \mathbb{R}^n$ be the lower and upper limits of vector $x$. Note that problem (21) aligns with the assumptions outlined in our paper. In our experiments we generate all the data from a normal distribution, choose $\beta = 1.96$, $m = n = 10^2$, $tol = 10^{-2}$, and consider $N = 10^4$. The algorithms are stopped when $\max(0, h_j(x)) \leq tol$. 3597
and \( \|x - x^*\| \leq \text{tol} \) (we consider CVX solution [10] for computing \( x^* \)). The codes are written in Matlab R2023b and run on a PC with an i7 CPU at 2.1 GHz and 16 GB RAM memory. In Figure 1, we present the convergence behavior of all three variants of U-SGP algorithm, i.e., SGD, SAGA, and L-SVRG along epochs, with \( N = 10^4 \), \( m = n = 100 \) in terms of optimality (left) and feasibility (right) for solving the problem (21). One can easily see that the variance reduced methods, i.e., SAGA and L-SVRG variants, outperform the standard SGD variant in terms of the number of epochs required for convergence.

Fig. 1. Behaviour of U-SGP algorithms (SGD, SAGA and L-SVRG): optimality (left) and feasibility (right) for \( N = 10^4 \), \( m = n = 10^2 \).

In Table I, we compare the three variants of algorithm U-SGP (SGD, SAGA, and L-SVRG) with CVX in terms of epochs and cpu time for \( N = 10^4 \) and \( m = n = 10^2 \). From the table one can see that SAGA and L-SVRG methods perform better than SGD in both number of epochs and cpu time (seconds). Hence, variance reduced optimality steps in U-SGP have a beneficial effect on the overall convergence behavior of this algorithm. Moreover, all our stochastic gradient projection methods are much faster than CVX.

<table>
<thead>
<tr>
<th>Method</th>
<th>Characteristics</th>
<th># Iter</th>
<th>Cpu Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td></td>
<td>95</td>
<td>2.78</td>
</tr>
<tr>
<td>SAGA</td>
<td></td>
<td>24</td>
<td>1.66</td>
</tr>
<tr>
<td>L-SVRG</td>
<td></td>
<td>21</td>
<td>0.72</td>
</tr>
<tr>
<td>CVX</td>
<td></td>
<td></td>
<td>179.38</td>
</tr>
</tbody>
</table>
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